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Automatically transforming developers’ natural language descriptions into source code has been a longstanding goal in software engineering research. Two types of approaches have been proposed in the literature to achieve this: code generation, which involves generating a new code snippet, and code search, which involves reusing existing code. However, despite existing efforts, the effectiveness of the state-of-the-art techniques remains limited. To seek for further advancement, our insight is that code generation and code search can help overcome the limitation of each other: the code generator can benefit from feedback on the quality of its generated code, which can be provided by the code searcher, while the code searcher can benefit from the additional training data augmented by the code generator to better understand code semantics. Drawing on this insight, we propose a novel approach that combines code generation and code search techniques using a generative adversarial network (GAN), enabling mutual improvement through the adversarial training. Specifically, we treat code generation and code search as the generator and discriminator in the GAN framework, respectively, and incorporate several customized designs for our tasks. We evaluate our approach in eight different settings, and consistently observe significant performance improvements for both code generation and code search. For instance, when using NatGen, a state-of-the-art code generator, as the generator and GraphCodeBERT, a
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state-of-the-art code searcher, as the discriminator, we achieve a 32% increase in CodeBLEU score for code generation, and a 12% increase in mean reciprocal rank for code search on a large-scale Python dataset, compared to their original performances.
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1 INTRODUCTION

Recommender systems in software engineering play a crucial role in improving developers’ productivity [Luan et al. 2019; Miltner et al. 2019; Pelsmaeker et al. 2022; Raychev et al. 2014; Verbruggen et al. 2021; Zhang et al. 2022]. One of the main objectives of these systems is to effectively translate developers’ intentions, which are usually specified in the form of natural language queries, into source code [Barke et al. 2023; Mohagheghi and Conradi 2007; Wang et al. 2023a]. This capability can significantly alleviate the burden of software development and facilitate important design and implementation decisions, such as choosing appropriate programming interfaces [James et al. 2020; Ko et al. 2004]. Developers, regardless of their different levels of programming proficiency, often raise queries of varying complexity about how to implement specific functionalities [Xu et al. 2022]. For example, a machine learning practitioner may want to change the dimension of a tensor (i.e., reshaping) and look for related solutions from online Q&A forums.¹

In the literature, there are mainly two types of techniques that can effectively transform developers’ informally-specified queries into source code:

• **Code search.** In this type of approach, a code snippet is retrieved from a pre-collected codebase by mapping the semantic relevance between the code and the query [Bui et al. 2021; Sun et al. 2022; Yao et al. 2019]. Therefore, the key ability of this type of approach is to accurately understand the semantics of diverse code snippets and then select the most relevant one.

• **Code generation.** In this type of approach, code snippets are generated from scratch through the automatic learning of transformations from natural language to programming language. Generally, this is achieved via utilizing neural machine translation models, such as those described in the existing studies [Liu et al. 2020; Yin and Neubig 2017, 2018]. The key ability of this type of approach is thus to generate code snippets that closely resemble those written by human developers.

Over the years, considerable research efforts have been devoted into advancing the state of the art in these domains [Allamanis et al. 2018; Liu et al. 2021; Shin and Nam 2021; Wen et al. 2021]. Despite the promising results achieved, the effectiveness of existing techniques is still limited. Specifically, the previous study [Liu et al. 2020] found that deep learning based code generation approaches are usually unable to produce code that can pass test cases. Similarly, recent studies also showed that the latest large language models (LLMs) often struggle to generate semantically correct code [Chen et al. 2021; Li et al. 2022] and may even produce code with defects and vulnerabilities [Fan et al. 2023; Pearce et al. 2022]. Another study [Cambronero et al. 2019] observed that sophisticated code search models may not necessarily perform as well as a simple alternative, e.g., a bag-of-words approach. That is to say, it is necessary to further enhance the effectiveness of the code generation and code search techniques, in order to achieve satisfactory performance when applied in practice.

To that end, our insights come from the limitations of existing techniques:

¹A related question has been viewed for 2K times over the years - https://stackoverflow.com/questions/45753153
Limitation for code generation. Code generation techniques typically use the strategy of *teacher forcing* during training, where the model is trained to predict the next code token based on the oracle sequence at each time step [Chakraborty et al. 2022; Wang et al. 2021]. However, during inference, the model uses its own predicted outputs from previous time steps as input, resulting in the *exposure bias* problem [Bengio et al. 2015; Zhang et al. 2019] and potentially generating code that does not resemble human-written code. Informing the code generator about the quality of its generated code from a global perspective could be beneficial to address this issue, as this information can guide further improvements after the original training and enhance the code generator’s key ability to generate code snippets that closely resemble human-written ones. Fortunately, the code searcher can determine how well a code snippet fulfills an intended functionality via calculating their semantic relevance, making it suitable for providing feedback to the code generator.

Limitation for code search. Code search techniques are trained to differentiate between the developer-written code for a specific functionality (i.e., the oracle code) and a number of other semantically-irrelevant implementations (i.e., the non-oracle code). However, due to the limited quantity of code snippets used for training [Bui et al. 2021; Shi et al. 2022], when applied in practice, the large number of candidate code snippets can make it difficult for existing code searchers to distinguish between the oracle and non-oracle code, thus compromising their effectiveness in certain cases [Di Grazia and Pradel 2022; Liu et al. 2021]. To address this problem, a potential solution is to augment the non-oracle samples during training to help strengthen the key ability of the model on understanding code semantics [Shi et al. 2022]. A conceptual illustration is shown in Figure 1: in an ideal situation, the augmented data can help push the decision boundary of the learning model (i.e., the dashed black line) closer to the oracle code, thus avoiding potential mislabelling. In this regard, the code generator can be promising to augment the training set of the code searcher, as it can generate code that is distinct from existing non-oracle code and thus diversify the training data (the generated code can be categorized as non-oracle due to the gap that exists between the oracle and the generated code [Xu et al. 2022]).

Our analysis motivates us to leverage the complementary strengths of code generation and code search techniques to achieve mutual improvement. Taking the inspiration from the generative adversarial network (GAN) [Goodfellow et al. 2014], we can treat code generation and code search techniques as the generator and discriminator, respectively, where the former is trained to synthesize code snippets resembling those written by humans, and the latter is trained to distinguish between the generated and real-world code. In such a way, the discriminator evaluates the quality of the generated code and provides feedback to the generator, based on which the generator is trained to synthesize code snippets that resemble human-written ones to deceive the discriminator, thereby enhancing its ability. Meanwhile, the generated code can augment the non-oracle samples used for training the code searcher, thus diversifying the training data, reinforcing the code searcher to accurately understand the semantics of code snippets, and further improving its key ability. Prior studies have demonstrated that the adversarial training can strengthen the abilities of both the
generator and discriminator [Radford et al. 2015; Salimans et al. 2016], and thus we are motivated to leverage such capabilities to further enhance both code generation and code search.

Based on this idea, in this paper, we propose an approach, CoCoGAN, which can simultaneously boost code generation and code search via a Generative Adversarial Network. To apply the GAN framework on our tasks, we mainly face three challenges and accordingly take different solutions. First, the generator is not trained to produce a specific output in the vanilla GAN, while a code generator needs to produce code that accurately fulfills the intended functionality. To address this challenge, we utilize a pairwise data strategy where the input query to the generator and the input code to the discriminator are semantically matched (i.e., the code is written by developers which exactly aims at fulfilling the query). Additionally, the discriminator uses the query as the auxiliary guidance to distinguish between the real-world and generated code (query guidance), which enforces the generator to generate code fulfilling the intended functionality. Second, the vanilla GAN only works for continuous data, which makes the gradient undifferentiable when generating sequence data such as code tokens. To address this challenge, we utilize the policy gradient [Yu et al. 2017] and treat the generator’s training as a reinforcement learning process, which enables updating the generator’s parameters based on the reward value received from the discriminator. Third, during the adversarial training process, it is possible for the code searcher to forget previously learned knowledge on the code search task. To address this challenge, we employ a replay-based lifelong learning approach [Wang et al. 2019] during the adversarial training process, which continuously trains the code searcher to distinguish the semantics of different human-written code snippets.

In our experiments, we mainly investigate two state-of-the-art code generation techniques, i.e., CodeT5 [Wang et al. 2021] and NatGen [Chakraborty et al. 2022], and two state-of-the-art code search techniques, i.e., CodeBERT [Feng et al. 2020] and GraphCodeBERT [Guo et al. 2021]. We respectively treat the code generation technique as the generator and the code search technique as the discriminator, and integrate them into our CoCoGAN framework. We evaluate CoCoGAN on two large-scale datasets for Python and Java languages, each with 20K+ test queries, resulting in eight different experiment settings (2 generators × 2 discriminators × 2 programming languages). The experiment results demonstrate that across various settings, the adversarial training through CoCoGAN can consistently improve the performances of both the code generator and code searcher to a large extent, compared to those of the original models. For instance, when we use NatGen as the generator and GraphCodeBERT as the discriminator, we can achieve 32% and 30% increases in terms of the CodeBLEU value [Ren et al. 2020] for code generation, as well as 12% and 10% increases in terms of the mean reciprocal rank (MRR) [Gu et al. 2018] for code search, on the Python and Java datasets, respectively.

In summary, our study makes the following major contributions:

- **Significance**: We identify the complementary strengths of two effective ways for transforming developers’ queries into source code, i.e., code generation and code search. Our study opens up a new direction for combining and improving these two types of techniques.
- **Approach**: We propose CoCoGAN, an adversarial network that holds the potential for simultaneously boosting the performances of both code generation and code search techniques.
- **Experiments**: We conduct extensive experiments in eight different settings, and find that our approach consistently improves the performances of both code generation and code search techniques. We also open source the artifacts of this study at https://github.com/ShangwenWang/CoCoGAN to facilitate replications and follow-up studies.
2 BACKGROUND

In this section, we provide fundamental background on code generation, code search, and generative adversarial networks.

2.1 Code Generation

Code generation aims at generating source code based on developers’ requirements described in natural languages (NLs) [Liu et al. 2020]. Traditional approaches leverage formal methods to automatically generate source code [Harel et al. 1990; Whalen 2000], but the formal specifications are hard to create [Liu et al. 2020]. With the advances in deep learning, researchers propose to automatically learn the transformations from the requirements to source code. Specifically, the work by [Ling et al. 2016] proposes to treat code generation as a sequence-to-sequence translation process and builds a neural network that targets general-purpose programming languages like Python. Tranx [Yin and Neubig 2018] further takes the syntax structure of programs into consideration by making the network predict a sequence of grammar rules that can together compose the Abstract Syntax Tree (AST) of a program. The work by [Dong and Lapata 2018] explores the idea of using two decoders in the code generation task, where the first one aims at predicting a rough program sketch and the second one fills in the details.

More recently, pre-training techniques have received a lot of research attention due to their ability to address the data shortage problem faced by conventional supervised deep learning techniques (referred to as the non-pre-training techniques). Pre-training techniques perform self-supervised learning on a large amount of unlabelled data [Devlin et al. 2019; Radford et al. 2018], which enables them to leverage the power of big data. This has led to their outperformance of non-pre-training techniques on a number of code-related tasks [Zeng et al. 2022]. Among the existing pre-training techniques, CodeT5 [Wang et al. 2021], which adopts the text-to-text transfer transformer architecture, has been shown to achieve the state of the art on the code generation task [Niu et al. 2023; Zeng et al. 2022]. NatGen [Chakraborty et al. 2022] further continues the pre-training of the CodeT5 model with a customized task, in which the model learns to revise the given unnatural code (i.e., artificial code generated by deploying a set of meaning preserving transformations to existing code) and output a piece of natural code that keeps the original semantics.

2.2 Code Search

Instead of directly generating the source code, code search aims at helping developers retrieve some implementations that can serve as references for their development activities [Cambronero et al. 2019; McMillan et al. 2012; Sadowski et al. 2015; Xia et al. 2017]. Given a natural language query from the developer, such techniques search for the relevant code snippets from a large-scale code corpus. Traditionally, this process is mainly done by the information retrieval techniques such as keyword matching [Ly et al. 2015; McMillan et al. 2011]. However, these techniques are known to be suboptimal at capturing the semantic relations between the code and natural language queries [Gu et al. 2018]. Later on, researchers have proposed various deep-learning-based approaches to mitigate this limitation. For instance, DeepCS [Gu et al. 2018] jointly embeds code snippets and natural language descriptions into a high-dimensional vector space, where code snippets and queries can be matched according to their similarities. [Wan et al. 2019] design a multi-modal attention network that aggregates information from the token sequence, abstract syntax tree (AST), and control flow graph (CFG) for representing programs. CoaCor [Yao et al. 2019] explores to generate natural language annotations for each code snippet and use their similarities with the given query to refine the retrieval process. Sun et al. [Sun et al. 2022] model the code semantics through translating the code instructions into natural language descriptions with the help of specially designed heuristics.
Similar to recent advances in the code generation domain, pre-training techniques have also significantly improved code search techniques [Bui et al. 2021]. This can be attributed to the joint use of code and its corresponding comment (i.e., the natural language description of the code’s functionality) for pre-training, which enables the model to understand the semantic information of the code. For instance, the widely-used pre-training task, Masked Language Modeling, requires the model to predict the randomly masked tokens in both the code and comment. Consequently, the state-of-the-art pre-training techniques, such as CodeBERT [Feng et al. 2020] and GraphCodeBERT [Guo et al. 2021], have been shown to outperform non-pre-training techniques significantly on the code search task [Zeng et al. 2022].

2.3 Generative Adversarial Network

The typical framework of the Generative Adversarial Network (GAN) [Goodfellow et al. 2014] is illustrated in Figure 2. It mainly consists of a generative network as the generator and a discriminative network as the discriminator, respectively. The generator first generates new samples based on the given inputs (usually random vectors), after which these generated samples are fed into the discriminator together with randomly-selected true samples from the real world. For each input sample, the discriminator will output a single scalar which represents the probability that the sample comes from the real world data rather than the generator, and the training process is based on the discriminator’s outputs. Specifically, the generator aims at fooling the discriminator, and thus its training target is to maximize the probabilities assigned to those generated samples by the discriminator. In contrast, the discriminator tries to distinguish the true samples from the synthetic ones, and its training target is to maximize the probabilities assigned to the true samples while minimize the probabilities assigned to the generated samples at the same time. There is thus a type of adversarial relationship between the generator and the discriminator, and these two networks are trained and optimized iteratively.

3 MOTIVATION

3.1 Motivating Example

Figure 3a shows a method from the real-world project pyxtuml [https://github.com/xtuml/pyxtuml] on GitHub, which is a Python library for parsing, manipulating, and generating models. This project has been included in the test set of the well-known CodeSearchNet dataset [Husain et al. 2019]. The method is named as serialize_instance and its functionality can be described as “Serialize an instance from a metamodel”, which is exactly the developer-written comment of this method. To achieve this target, developers first extract the meta information of the given instance through the method call get_metaclass

2https://github.com/xtuml/pyxtuml
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1. **Oracle code**
   ```python
   def serialize_instance(instance):
       metaclass = get_metaclass(instance)
       s = ''
       for name, ty in metaclass.attributes:
           value = getattr(instance, name)
           s += '\n' + serialize_value(value, ty)
       s += '\n';
       return s
   ```

2. **Code generated by CodeT5**
   ```python
   def serialize_metamodel(instance, metamodel):
       if not isinstance(instance, metamodel.Metamodel):
           raise TypeError('Expected Metamodel but got ' + type(instance))
       return serialize_metamodel(instance, metamodel)
   ```

3. **Code retrieved by CodeBERT**
   ```python
   def serialize_instances(metamodel):
       s = ''
       for inst in metamodel.instances:
           s += serialize_instance(inst)
       return s
   ```

---

Fig. 3. The developer-written code, the code generated by CodeT5, and the code retrieved by CodeBERT, for the query “Serialize an instance from a metamodel”.

(cf. line 3), and then iteratively add these information into the string s within a loop (cf. lines 5 - 8). Finally, s is returned as the serialized result.

In Figures 3b and 3c, we show the results of two state-of-the-art code generation and code search techniques given the query “Serialize an instance from a metamodel” (the code generated by CodeT5 and the code retrieved by CodeBERT). These two pre-trained models are fine-tuned on the CodeSearchNet (CSN) dataset and the whole test set is used for the retrieval of CodeBERT. Based on the above example, we draw the following observations:

For code generation, in this example, the code generated by CodeT5 only performs a sanity check about the data type of the given instance and then recursively calls itself. The basic domain knowledge about programming language is that a recursive function should define the terminating case where the chain of recursion is broken, which should be known by even a novice programmer. However, such information is missed in the generated code, which means upon execution, the program will never stop because of the infinite loop. Consequently, compared with the oracle code, the generated code achieves a CodeBLEU value (a widely-used metric for code quality assessment [Ren et al. 2020]) of less than 10%, which is rather unsatisfactory. To summarize, this example shows that CodeT5 may produce low-quality and semantically-incorrect code that significantly differs from the human-written code. Unfortunately, as evaluated by recent replication studies [Niu et al. 2023; Zeng et al. 2022], CodeT5 achieves the state-of-the-art performance on code generation, meaning that code generated by other existing approaches may be less qualified.

For code search, in this example, there is a subtle difference between the code retrieved by CodeBERT and the oracle code: the former utilizes a loop to deal with all the instances from a metamodel (cf. lines 4 - 5 in Figure 3c) and its functionality can be described as “Serialize all instances from a metamodel”, while the latter only deals with a specific instance and its functionality, as introduced, is to “Serialize an instance from a metamodel”. However, CodeBERT misunderstands the semantics of the retrieved method and ranks it at the top-1 position in the returned results, probably because the retrieved method and the oracle code have a high degree of overlapped tokens, such as s and serialize. In contrast, the oracle code is only ranked at the 4th position, which means when applied in practice, developers will miss the opportunity to find the intended code from the top-3 recommendations and the user experience may thus be degraded [Wang et al. 2023b]. To summarize, this example shows that it may be hard for CodeBERT to accurately distinguish the
semantics of code snippets in certain cases. Unfortunately, recent studies [Niu et al. 2023; Zeng et al. 2022] have also revealed that CodeBERT is the state-of-the-art code search technique, meaning that other existing approaches may even be less qualified on understanding code semantics.

3.2 Key Ideas

In the above examples, we have identified two key abilities that need to be strengthened for the current code generation and code search techniques: (1) generating high-quality code that resembles human-written code for code generator and (2) accurately understanding the semantics of code snippets for code searcher. Our key idea to enhance such key abilities is to utilize a generative adversarial network (GAN) in which the code generator plays the role of the generator whose generated code can enforce the code searcher to capture code semantics more precisely; and the code searcher serves as the discriminator, whose feedback on the code quality can enforce the code generator to generate code that resembles human-written code. The generator and the discriminator can be simultaneously strengthened during the adversarial training process. We next introduce the rationale of such a design.

From the perspective of the generator, the feedback from the discriminator forces it to become more skilled at generating code that resembles human-written code. Specifically, the generator aims to fool the discriminator into assigning high scores to its generated samples. In our context, the code generator aims to make the discriminator believe that its generated code is written by human developers. However, this is challenging as the discriminator has been trained with code written by human developers and has common sense knowledge about programming languages. For instance, the discriminator knows that a recursive function should define terminating cases. Therefore, the discriminator can easily identify any code that violates the coding practices of human developers. Consequently, to achieve its goal, the code generator should learn to generate code that does not contain fatal defects that contradict common coding practices of human developers. To summarize, with the aim of receiving positive feedback from the discriminator, the generator is reinforced to produce human-like code during the adversarial process, which enhances its key ability.

From the perspective of the discriminator, the code generated by the generator guides it to capture code semantics more accurately. Specifically, the aim of the discriminator is to distinguish the real samples from those generated by the generator. In our context, the code searcher needs to accurately identify the code that fulfills the requested functionality when disturbed by the generated code. This is non-trivial since (1) the generated code may be similar to the oracle in terms of the code tokens (e.g., in the shown example, the code generated by CodeT5 contains a number of overlapped tokens with the oracle such as `instance` and `metamodel`); and (2) during the adversarial process, the generator would become competent at generating code that resembles human-written code, which means the generated code may not violate common coding practices. As a result, making such distinctions by focusing merely on token similarity or contradictions to the common sense knowledge would be insufficient. The code searcher needs to be capable of capturing subtle differences between code semantics. For instance, in the example as shown in Figure 3, suppose the code generator now can generate a code snippet similar to the one retrieved by CodeBERT (without any contradiction to the common sense knowledge), the code searcher needs to understand that the presence of the loop in the code indicates that it deals with a number of instances. Generally, the progress of the generator in the adversarial process pushes the code searcher to better capture the code semantics, and ultimately, the key ability of the code searcher can be enhanced as well.
3.3 Feasibility Analysis

A hypothesis of our approach is that during the adversarial training, the generated code from generator could help improve the code searcher. Our intuition is that, compared to the original non-oracle code in the training set, the generated code may exhibit greater semantic similarity to the oracle code, thereby pushing the decision boundary of the model closer to the oracle code, as illustrated in Figure 1. Intuitively, this could be achieved since (1) the generated code aims at fulfilling the same functionality as the oracle code, whereas other non-oracle code implements different functionalities; and (2) the generator may have already been well-trained (e.g., through fine-tuning) on the training set and therefore can generate code that is similar to the oracle. To test this hypothesis, we conduct an exploratory experiment on the training set of the CSN-Python dataset (the example shown in Figure 3 is out of the scope of this analysis since it is from the test set). Specifically, we embed the oracle and non-oracle code from the training set, as well as the generated code from the CodeT5 model fine-tuned on this dataset, into 768-dimensional vectors using the pre-trained CodeBERT model. We then check whether the generated code is closer to the oracle code in the vector space in terms of the cosine similarity. Our results show that, for approximately 70% of the queries, the generated code is closer to the oracle code than any of the existing non-oracle code. This indicates that our hypothesis holds: generally, the generated code is semantically similar to the oracle code, and the code searcher could become more competent at capturing such subtle differences by learning to distinguish between the generated and oracle code, thereby enhancing its key ability on understanding code semantics. It should be noted that the generator used in this exploratory experiment has not undergone any adversarial training yet. It is expected that through the adversarial training process, more code that is semantically similar to the oracle will be generated, thereby better strengthening the code searcher.

We also visualize the code vectors to help intuitively understand this phenomenon. Specifically, we use T-SNE [Van der Maaten and Hinton 2008] to reduce the dimensionality of the embedded vectors into 2D space. Figure 4 demonstrates the vectors of the oracle and non-oracle code, as well as the generated code, for two randomly selected queries. For better visualization, we randomly sample 500 irrelevant code snippets for each query. As we can see, the generated code is the closest one to the oracle code in the dimensionality-reduced space.

4 METHODOLOGY

In this section, we first introduce the vanilla generative adversarial network in detail and then delve into the key differences between our approach, CoCoGAN, and the vanilla generative adversarial network, which can be considered as the customized features of CoCoGAN.
Algorithm 1: The training process of GAN.

```plaintext
Input: the initial generator $G$, the initial discriminator $D$, the real-world data distribution $p_{\text{real}}(x)$, the input distribution $p_x(z)$.
Output: the well-trained generator and discriminator.

```for number of training iterations do
  /* Training the discriminator. */
  for k steps do
    sample minibatch of $m$ samples from the real-world database \{x^1, x^2, \ldots, x^m\}
    sample minibatch of $m$ samples from the input distribution \{z^1, z^2, \ldots, z^m\}
    obtain the generated data from the generator \{\tilde{x}^1, \tilde{x}^2, \ldots, \tilde{x}^m\} where $\tilde{x}^i = G(z^i)$
    update discriminator parameters $\theta_d$ to maximize the following:
    $\bar{V} = \frac{1}{m} \sum_{i=1}^{m} \log D(x^i) + \frac{1}{m} \sum_{i=1}^{m} \log (1 - D(\tilde{x}^i))$
    $\theta_d \leftarrow \theta_d + \eta_d \nabla \bar{V}(\theta_d)$ where $\eta_d$ is the learning rate for the discriminator
  /* Training the generator. */
  sample minibatch of $m$ samples from the input distribution \{z^1, z^2, \ldots, z^m\}
  update generator parameters $\theta_g$ to maximize the following:
  $\bar{V} = \frac{1}{m} \sum_{i=1}^{m} \log D(G(z^i))$
  $\theta_g \leftarrow \theta_g + \eta_g \nabla \bar{V}(\theta_g)$ where $\eta_g$ is the learning rate for the generator
return $G, D$
```

4.1 Vanilla Generative Adversarial Network

A vanilla GAN consists of two neural networks, i.e., a generator $G$ with the parameters $\theta_g$ and a discriminator $D$ with the parameters $\theta_d$. Given the input $z$ which follows a certain distribution $p_z(z)$, the generator will output generated samples $G(z)$. These generated samples will then be fed into the discriminator together with samples from the real-world (denoted as $x$ that follows the real-world data distribution $p_{\text{real}}(x)$). For each input sample, the discriminator will output a single scalar which represents the probability of the input to come from the real world. For the generator, its aim is to fool the discriminator so that the generated samples can be assigned with higher probabilities, and thus its training target is to maximize $\log D(G(z))$; for the discriminator, its aim is to distinguish the real-world samples from those generated by the generator, and thus its training target is to maximize $\log D(x)$ while minimizing $\log D(G(z))$, which can also be considered as maximizing $\log D(x) + \log (1 - D(G(z)))$. Consequently, the min-max adversarial loss for training the generator $G$ and the discriminator $D$ can be formulated as:

$$\min_{G} \max_{D} \mathbb{E}_x[p_{\text{real}}(x)] \left[ \log D(x) \right] + \mathbb{E}_z[p_z(z)] \left[ \log (1 - D(G(z))) \right]$$

The whole training process of GAN is illustrated in Algorithm 1. In each training iteration, the generator and the discriminator are separately trained. Typically, the discriminator is trained first using the generated samples from the generator, after which the generator is trained with the parameters of the discriminator ($\theta_d$) being fixed. Usually, in each iteration, the discriminator is optimized for multiple times (determined by a hyperparameter $k$) while the generator is optimized for only once. This decision is to ensure that the discriminator remains close to its optimal solution, which in turn provides valuable feedback to the generator [Goodfellow et al. 2014].

4.2 Customized Features of CoCoGAN

Figure 5 depicts the overview of our approach. To apply the GAN framework on the code generation and code search tasks, we mainly face three challenges and accordingly take different solutions for addressing such challenges. We highlight the differences between CoCoGAN and the vanilla GAN in the yellow parts as shown in Figure 5.
Two Birds with One Stone: Boosting Code Generation and Code Search via a Generative Adversarial Network

Challenge#1: Unpairwised training inputs. In the vanilla GAN, the generator is not expected to produce a specific output given an input, since the real-world samples fed into the discriminator are randomly selected [Mirza and Osindero 2014]. However, in code generation, the code generator needs to produce the code snippet that can fulfill a specific functionality requested by a given natural language query. In CoCoGAN, to address this challenge, we adopt a pairwise data strategy where the real-world code fed into the discriminator and the query fed into the generator are semantically matched, and the query is further used to guide the prediction of the discriminator (query guidance).

Challenge#2: Undifferentiable gradients on sequence generation. The vanilla GAN is typically used for generating continuous data, such as images, while the code generation task requires the generation of a sequence of discrete code tokens. This presents a challenge where the gradient of the generator’s loss cannot be calculated through the conventional way in GAN. To address this challenge, we employ the policy gradient [Yu et al. 2017] and model the generator’s training as a reinforcement learning process, in which the generator acts as an agent and the discriminator’s feedback is treated as the reward signal to update the generator’s parameters.

Challenge#3: Unmatched goal between the training target and the primary objective of the discriminator. The discriminator of CoCoGAN is a well-trained code searcher whose primary objective is to perform the code search task, i.e., retrieving a code snippet from a large-scale corpus that fulfills a specific functionality. However, during the adversarial training process, the discriminator is tasked with distinguishing between the human-written and generated code. There is a notable difference between these two tasks: intuitively, retrieving a code snippet from a large-scale corpus needs to accurately capture the semantics of each code snippet, while distinguishing between the human-written and generated code is a binary action in nature. Therefore, the adversarial training may impact the code searcher’s performance on the code search task by causing the model to forget previously-learned knowledge, a phenomenon known as the catastrophic forgetting problem [De Lange et al. 2021; Li and Hoiem 2017]. To address this challenge, we employ an effective replay-based lifelong learning technique [Wang et al. 2019] to maintain the capability of the discriminator on distinguishing different human-written code during the adversarial training.

4.2.1 Pairwise data & Query guidance for addressing Challenge#1. In the vanilla GAN, the real-world sample fed into the discriminator is randomly selected, and therefore has no correlation with the input to the generator. This lack of a specific target for the generator to aim for makes its output uncontrollable [Mirza and Osindero 2014]. As a consequence, the generator only needs to acquire knowledge about the high-level features of real-world samples to deceive the discriminator,
as the discriminator has no way to verify detailed information about the generated sample (such as whether it belongs to a certain category or class). For example, if the generator is trained to generate images and the real-world image fed into the discriminator is a dog, the generator could successfully deceive the discriminator by generating other animals (such as a cat or a wolf) as long as the generated image appears to be human-like. However, the code generator needs to generate a code snippet that can fulfill the functionality requested by the query. That is to say, being an effective code generator requires the ability to generate semantically-correct code beyond simply avoiding making syntax errors. Inspired by the Conditional GAN [Mirza and Osindero 2014], in CoCoGAN, we take two steps to address this challenge. First, in contrast to the vanilla GAN, the discriminator in CoCoGAN receives a real-world code snippet that explicitly fulfills the desired functionality of the query, rather than a randomly selected sample. This ensures that the discriminator and generator are working with semantically matched pairwise data, allowing for more controllable generation. Additionally, the query is also fed to the discriminator to guide it in identifying the real-world code more accurately. This enables the discriminator to reference the query when distinguishing between real and generated code, thereby enforcing the generator to produce code that fulfills the intended functionality.

Formally, the generator $G$ takes as input a query $q$ (which now comes from the distribution of real-world queries used by developers $p_{\text{query}}(q)$) and outputs a generated code snippet $G(q)$. The discriminator is provided with both the query $q$ and the oracle code $o$ corresponding to the query ($<o, q>$ is a piece of pairwise data) as inputs. It then tries to distinguish the oracle code from the generated one (i.e., maximizing $D(o, q)$ while minimizing $D(G(q), q)$), and the goal of the generator is to fool the discriminator (i.e., maximizing $D(G(q), q)$).

### 4.2.2 Sequence-level policy gradient for addressing Challenge#2

The vanilla GAN is mostly applied in computer vision tasks such as generating natural images [Denton et al. 2015], where the data is real-valued and continuous. However, the code snippet is composed of a sequence of discrete code tokens. Directly applying GAN on the sequence data is inappropriate, since the gradient of the discriminator’s loss is used to guide the generator to slightly update its parameters, while there may be no token in the limited dictionary space corresponding to this slight change [Li et al. 2017; Yu et al. 2017]. More specifically, to generate a sequence, there is a sampling process for the generator at each time step, which means the code token sequence fed into the discriminator is not continuous data. This makes the whole “generator + discriminator” architecture (i.e., $D(G(z))$) not differentiable and the gradient ascent shown in the line 14 of Algorithm 1 not applicable.

To address the above challenge, in CoCoGAN, we borrow the idea of a variant of GAN, i.e., SeqGAN [Yu et al. 2017], to deal with the sequence data. Specifically, we use the policy gradient [Sutton et al. 1999] to avoid the differentiation difficulty for discrete data in the vanilla GAN. In such a way, the generator is treated as an agent of reinforcement learning (RL), the state is the generated code, and the discriminator is used to evaluate the generated code and feedback the reward for guiding the learning of the generator. The reward is estimated by the likelihood that the generated code would fool the discriminator. By doing so, the discriminator only needs to return a numeric value as the reward but does not need to participate in the calculation of gradient. Note that the gradient calculation of the discriminator is not affected by whether the input is sequence data or not.

The original SeqGAN approach [Yu et al. 2017] calculates the reward value for each decoding step to guide the prediction of the next token to be generated. However, this step-level reward calculation may not be appropriate for the code generation task because there can be different ways to implement a given functionality, which is known as the program aliasing phenomenon [Bunel et al. 2018; Sun et al. 2018]. To address this challenge, we adopt a sequence-level reward calculation strategy in our approach. Instead of focusing on individual decoding steps, the reward
is calculated based on the entire generated token sequence, allowing the generator to consider the code generation process as a whole. This enables the generator to explore different ways of implementing the requested functionality, leading to more diverse code generation results.

Formally, given \( m \) queries from the input distribution \( \{q^1, q^2, \ldots, q^m\} \), the generator would generate \( m \) code snippets \( \{\vec{x}^1, \vec{x}^2, \ldots, \vec{x}^m\} \) where \( \vec{x}^i = G(q^i) \). The expectation of the reward obtained by the generator can be calculated as:

\[
\overline{R}_{\theta_g} = \frac{1}{m} \sum_{i=1}^{m} D(\vec{x}^i, q^i) \cdot P_{\theta_g}(\vec{x}^i|q^i)
\]

(2)

where \( D(\vec{x}^i, q^i) \) denotes the reward obtained by the generator for generating \( \vec{x}^i \), and \( P_{\theta_g}(\vec{x}^i|q^i) \) denotes the probability of generating \( \vec{x}^i \) given \( q^i \).

The gradient of \( \overline{R}_{\theta_g} \) can thus be calculated as:

\[
\nabla \overline{R}_{\theta_g} = \frac{1}{m} \sum_{i=1}^{m} D(\vec{x}^i, q^i) \cdot \nabla P_{\theta_g}(\vec{x}^i|q^i)
\]

(3)

Since the training of the generator is to maximize its reward value, we can now use gradient ascent to update its parameters.

4.2.3 Replaying confusing exemplars for addressing Challenge#3. Recall that the discriminator in CoCoGAN is a well-trained code searcher, which will be ultimately used for the code search task, i.e., retrieving a code snippet from a large-scale human-written corpus that fulfills a specific functionality. However, in the vanilla GAN, the discriminator is used to distinguish between real-world samples and generated samples during the adversarial training, i.e., distinguishing between the human-written code and the code generated by the generator. These two tasks have notable differences: from the perspective of task target, the former is to distinguish code snippets that implement various functionalities, while the latter is to distinguish between two code snippets that aim at fulfilling the identical functionality; moreover, from the perspective of task difficulty, the former requires accurate semantic understanding of each involved code snippet, while the latter is comparatively less complex as it only involves a binary classification problem. That is to say, the discriminator is firstly trained on one task, and then continuously trained on a new task, while still being expected to perform well on the old task, which is akin to the lifelong learning paradigm [De Lange et al. 2021; Li and Hoiem 2017]. However, this process can lead to catastrophic forgetting and the model may forget the knowledge learned from the old task. In the context of our approach, this means that the discriminator may not perform as well as before on the code search task after being trained to distinguish between human-written and generated code.

To address this challenge, we borrow the idea of a simple but effective lifelong learning technique, i.e., the replay-based approach [Gao et al. 2023; Wang et al. 2019], to alleviate the catastrophic forgetting problem. The key idea is to sample some exemplars from the old task for retraining during the learning of the new task, so that the previously-learned knowledge on the old task could be maintained in the model and thus the potential performance degradation on the old task can be avoided. Unlike randomly selecting such exemplars [Wang et al. 2019], in our approach, we select code snippets from the training set to serve as the replayed exemplars based on their token-level similarities to the oracle code. Specifically, to select the exemplars, we focus on the Jaccard similarity [Niwattanakul et al. 2013] between the token lists of the oracle code and the candidate code snippets. We refer to the selected snippets as confusing exemplars because they have similar tokens to the oracle code, which as observed in Figure 3, may easily confuse the code searcher. Specifically, given a query \( q \), the generated code from the generator \( G(q) \) and the
The complete training process of CoCoGAN is illustrated in Algorithm 2. The whole process works as follows: in each training iteration, we first sample \(m\) queries from \(p_{\text{query}}(q)\) and obtain their corresponding code snippets written by developers (i.e., the oracle code). Then, for each obtained oracle code snippet, we also sample \(l\) confusing exemplars from the code corpus which are semantically irrelevant to the intended functionality. Such code snippets are served as the replayed samples, whose target is to retain the knowledge of the discriminator on the code search task. The discriminator is trained to maximize the score of the oracle code while simultaneously minimize the scores of the generated code from the generator and the replayed confusing exemplars (cf. lines 10 - 11). After training the discriminator, we use the policy gradient approach to train the generator. Specifically, after sampling \(m\) queries and obtaining the generated code snippets from the generator, we obtain the reward value of each generated code snippet by querying the discriminator (cf. line 15). After that, the reward values are used to update the generator’s parameters (cf. lines 17 - 18).

\[
\max_D \mathbb{E}_{q \sim p_{\text{query}}(q)} [\log D(o, q) - \log D(G(q), q) - \sum_{i=1}^{l} \log D(ir^i, q)] \tag{4}
\]
During such a process, there are mainly two hyperparameters that need to be determined, i.e., the number of steps of optimizing the discriminator \( (k) \) and the size of replayed samples for each query \( (l) \). To determine the value of \( k \), we follow the setting of the vanilla GAN [Goodfellow et al. 2014] and set it to 1, which is the most efficient option. This setting has also been shown to help the GAN framework learn stably according to the previous study [Yu et al. 2017]. To determine the value of \( l \), replaying all the code samples used to train the code searcher would be impractical due to its inefficiency. Therefore, we adopt the approach from the previous work [Gao et al. 2023] and set \( l \) to 1% of the total training data, which provides a reasonable trade-off between effectiveness and efficiency.

5 EVALUATION

5.1 Research Questions

We have conducted several experiments to evaluate our approach CoCoGAN. Specifically, we seek to answer the following research questions:

**RQ1. Effectiveness of Code Generation.** To what extent can the adversarial training process of CoCoGAN help improve the code generation capability of the code generator? To answer this question, we compare the performances of the state-of-the-art code generators before and after the adversarial training process.

**RQ2. Effectiveness of Code Search.** To what extent can the adversarial training process of CoCoGAN help improve the code search capability of the code searcher? To answer this question, we compare the performances of the state-of-the-art code searchers before and after the adversarial training process.

**RQ3. Efficiency.** What is the time cost of the adversarial training for CoCoGAN? To answer this question, we evaluate the time consumption of CoCoGAN.

**RQ4. Sensitivity Analysis.** How do the lifelong learning strategy affects the overall performances of the code searchers? To answer this question, we exclude the lifelong learning strategy during the adversarial training process and evaluate the performances obtained by code searchers under such a setting.

5.2 Experiment Settings

5.2.1 Evaluation datasets. In this study, we use the widely-known CodeSearchNet (CSN) benchmark [Husain et al. 2019] for assessing the effectiveness of CoCoGAN. This dataset is mined from popular GitHub projects (in terms of the number of stars and forks). It contains the pairwise data \(<\text{code}, \text{query}>\) (i.e., the code functions and their corresponding comments) and upon released, it has been widely used in code generation and code search studies [Feng et al. 2020; Zeng et al. 2022; Zhao et al. 2022] by treating the comments as the developers’ intents and the associated code as the oracle results. The rationale is that the comment usually summarises the main functionality of the code, making the code-comment pair close to actual use scenarios. Existing studies have shown that common queries from developers are similar to the comments (i.e., either being identical to the comment or by slightly prepending the comment with “how to”/“how do I”) [Gu et al. 2018; Lv et al. 2015]. Therefore, in our study, we follow such a common experiment setting [Ling et al. 2020; Shuai et al. 2020; Wan et al. 2019; Wang et al. 2021; Xu et al. 2021]. In our study, to increase the generalizability of our results, we use two mostly-used datasets (i.e., the CSN-Python and CSN-Java). These two datasets have already been officially split into the training/validation/test sets and the detailed statistics of these two datasets are listed in Table 1. For evaluation purposes, when presented with a query, the code generator is tasked with directly generating code, while the code searcher is tasked with retrieving the corresponding oracle code from all the code snippets in the test set.
Table 1. The statistics of our evaluation datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training</th>
<th>Validation</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSN-Python</td>
<td>412,178</td>
<td>23,107</td>
<td>22,176</td>
</tr>
<tr>
<td>CSN-Java</td>
<td>394,471</td>
<td>15,328</td>
<td>26,909</td>
</tr>
</tbody>
</table>

5.2.2 Code generators and code searchers. We use the following two state-of-the-art code generators in CoCoGAN:

- **CodeT5** [Wang et al. 2021]: CodeT5 is a pre-trained model with the encoder-decoder architecture. One of its pre-training tasks is bimodal dual generation between natural language and programming language, which makes it capable of performing the generation tasks well. According to recent replication studies [Niu et al. 2023; Zeng et al. 2022], it achieves the optimal performances among existing pre-trained code models on generation tasks such as code generation.

- **NatGen** [Chakraborty et al. 2022]: Built on top of CodeT5, NatGen further uses an additional pre-training task in which the model learns to rewrite a piece of unnatural code into the form originally written by developers. It is expected that such a pre-training process enforces the model to capture the semantics of the input code and generate an output that closely resembles human-written code.

We use the following two state-of-the-art code searchers in CoCoGAN:

- **CodeBERT** [Feng et al. 2020]: CodeBERT is a pre-trained model that only has an encoder architecture. The pre-training tasks include Masked Language Modeling (where the model learns to recover randomly-masked tokens in the input sequence) and Replaced Token Detection (where the model learns to detect whether the tokens are replaced), both of which help the model build the semantics connection between natural language and programming language. As a result, the learned model is capable of performing the understanding tasks well such as code search.

- **GraphCodeBERT** [Guo et al. 2021]: GraphCodeBERT has identical model architecture to CodeBERT, i.e., a transformer-based encoder. Beyond the pre-training tasks of CodeBERT, it designs two customized tasks to incorporate code structure information: Edge Prediction (where the model learns to predict whether two variables contain the data flow relation) and Node Alignment (where the model learns to predict variable alignment across source code and data flow). The learned model can thus better understand code semantics by leveraging the structure information. Recent studies show that CodeBERT and GraphCodeBERT achieve the state-of-the-art performances on the code search task [Niu et al. 2023; Zeng et al. 2022].

It should be noted that such a study subject selection leads to totally eight detailed combinations in our study: 2 programming languages (Python & Java) \(\times\) 2 code generators (CodeT5 & NatGen) \(\times\) 2 code searchers (CodeBERT & GraphCodeBERT). We perform experiments under all the eight situations to better assess the generalizability of our CoCoGAN.

5.2.3 Metrics. To evaluate the effectiveness of code generation, we calculate the similarity between the generated code and the oracle code. Specifically, we use the following two metrics for calculating the similarity:

- **CodeBLEU** [Ren et al. 2020]: CodeBLEU is a widely-used metric for assessing the generated code [Chakraborty et al. 2022; Lu et al. 2021; Wang et al. 2021]. Its main idea is that unlike the pure texts, code snippets have certain structural and semantic information beyond the lexical information. Therefore, it compares the generated code with the oracle code from multiple perspectives including the token match (TM calculated by the standard BLEU value), the syntax match (SM calculated by the AST structure similarities), and the dataflow match (DM calculated by the data flow similarities). The final result is calculated as a combination of these similarities.
and thus provides a holistic view for the quality of the generated code. Readers can refer to the original study for more details about this metric [Ren et al. 2020].

- **CrystalBLEU [Eghbali and Pradel 2022]**: CrystalBLEU, a variant of BLEU [Papineni et al. 2002], is another recently-proposed metric for assessing the quality of generated code. The behind intuition is that even unrelated code snippets can share many common n-grams because of the convention of programming languages (such as '(' and ')'), which makes the conventional BLEU hard to distinguish semantically similar code. To address this challenge, CrystalBLEU first collects the information of commonly shared n-grams of a specific programming language from a large corpus (i.e., the training set of this language), and then reduces the noise caused by such n-grams during calculation. To apply this metric, we remove the top-100 most occurring n-grams as suggested by the original study [Eghbali and Pradel 2022].

Our evaluation of code search focuses on the ranking of the oracle code among all candidate code snippets in the test set for a specific query. We use the following metrics that are widely-used in this research domain [Sun et al. 2022; Wan et al. 2019]:

- **Mean Reciprocal Rank (MRR) [Lv et al. 2015]**: MRR is the average of the reciprocal ranks for the results of a set of queries $Q$. MRR provides a holistic perspective for evaluating the overall effectiveness and it is calculated as: $MRR = \frac{1}{|Q|} \sum_{q \in Q} \frac{1}{\text{Rank}_q}$, where $|Q|$ is the size of the query set, and $\text{Rank}_q$ is the rank of the code snippet which corresponds to the query $q$. Generally, the higher the MRR value is, the better the code search effectiveness is.

- **SuccessRate@k [Gu et al. 2018]**: SuccessRate@k measures the percentage of queries for which the corresponding code snippet could exist in the top k ranked results. It is an important metric because it can measure how many returned results could be manually checked by the developers before finding the relevant one. This metric is calculated as: $\text{SuccessRate@k} = \frac{1}{|Q|} \sum_{q \in Q} \delta(\text{Rank}_q \leq k)$, where $|Q|$ and $\text{Rank}_q$ denote the same meanings as above, $\delta(\cdot)$ is a function which returns 1 if the input is true and returns 0 otherwise. Generally, the higher the SuccessRate value is, the better the code search effectiveness is. The values of k are set to 1, 5, and 10, respectively, following a number of previous studies [Gu et al. 2018; Sun et al. 2022; Wan et al. 2019].

5.2.4 **Experiment details.** For the four code generators and code searchers in our evaluation, we reuse the source code as well as the values of hyper-parameters released by the original studies [Chakraborty et al. 2022; Feng et al. 2020; Guo et al. 2021; Wang et al. 2021] to perform our experiments. We first fine-tune the four pre-trained models on the CSN dataset for code generation and code search tasks, respectively, and then use the fine-tuned models to further perform the adversarial training process. This is because the previous study [Yu et al. 2017] finds that a well-trained discriminator is informative to help adjust the generator effectively and vice versa. After the adversarial training, we compare the effectiveness of the code generator/searcher on the test sets to that of the fine-tuned code generator/searcher (which can represent the state-of-the-art performances), to see to what extent the adversarial training helps boost the effectiveness of code generation/search.

The fine-tuning process works as follows. For code generators, the inputs and outputs of the model are the queries and corresponding code snippets, respectively. Specifically, at each time step $t$, the teacher forcing strategy is used and the model is trained to generate the oracle code token given the previous $t - 1$ tokens in the oracle code. For code searchers, the query and code are concatenated as the input to the model, and the representation of a special token [CLS] (the beginning token of the input) is used to measure the semantic relevance between the code and query. The training objective is to maximize the relevance score between a query and its associated code while minimize the relevance score between a query and its non-associated code.
Table 2. The performances of different code generators on the two evaluation datasets (in %).

<table>
<thead>
<tr>
<th>Code Generator</th>
<th>CSN-Python</th>
<th></th>
<th>CSN-Java</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TM</td>
<td>SM</td>
<td>DM</td>
<td>CodeBLEU</td>
</tr>
<tr>
<td>CodeT5</td>
<td>18.5</td>
<td>16.1</td>
<td>39.2</td>
<td>21.2</td>
</tr>
<tr>
<td>CoCoGAN CodeT5 + CodeBERT</td>
<td>18.3</td>
<td>35.9</td>
<td>45.2</td>
<td>28.6(↑35%)</td>
</tr>
<tr>
<td>CoCoGAN CodeT5 + GraphCodeBERT</td>
<td>18.7</td>
<td>36.4</td>
<td>47.0</td>
<td>29.4(↑39%)</td>
</tr>
<tr>
<td>NatGen</td>
<td>15.4</td>
<td>22.7</td>
<td>33.8</td>
<td>21.6</td>
</tr>
<tr>
<td>CoCoGAN NatGen + CodeBERT</td>
<td>17.0</td>
<td>34.6</td>
<td>45.9</td>
<td>27.9(↑29%)</td>
</tr>
<tr>
<td>CoCoGAN NatGen + GraphCodeBERT</td>
<td>18.2</td>
<td>35.7</td>
<td>44.9</td>
<td>28.4(↑32%)</td>
</tr>
</tbody>
</table>

As for the adversarial training, for each batch, we successively update the parameters of the discriminator and generator for one time, as introduced in Section 4. The hyper-parameters of the adversarial training are in consistent with those of the fine-tuning process. For instance, the batch size is set to 32 and the learning rate is set to $2e^{-5}$ for both the generator and discriminator. In the adversarial training, we adopt an early stopping strategy: we set the epochs to 30 but the training process will be stopped if the performance of the code generator on the validation set does not increase for more than three consecutive epochs, following the previous study [Chakraborty et al. 2022]. We conjecture that if the generator cannot be further strengthened, it means the reward from the discriminator cannot further guide the training, which may indicate that the discriminator itself cannot better distinguish the generated and oracle code.

All the experiments were performed on a server with 4 Nvidia GeForce RTX 4090 GPUs with 32GB memory.

5.3 Experiment Results

5.3.1 Effectiveness of code generation. Table 2 lists the results of different code generators. We observe that the adversarial training process can enhance the effectiveness of different code generators to a large extent. For instance, on the Python dataset, the adversarial training leads to an increase of up to around 40% in terms of CodeBLEU values and around 70% in terms of CrystalBLEU values. Specifically, when CodeT5 is adversarially trained with GraphCodeBERT, its CodeBLEU value is climbed from 21.2% to 29.4%, an increase of 39%; when NatGen is adversarially trained with GraphCodeBERT, its CrystalBLEU value is boosted from 7.8% to 14.2%, an increase of 82%. Similarly, we observe an increase of approximately 30% in terms of CodeBLEU values and 20% in terms of CrystalBLEU values on the Java dataset. We also conduct the Wilcoxon Signed-Rank Tests [Wilcoxon 1945] to analyze the statistical significance of the differences and the results show that the improvements are all statistically significant with all the p-values less than 0.001. We note that generally the CrystalBLEU values achieved on the Java dataset are lower than those achieved on the Python dataset. A potential reason is that the Java code contains more tokens: on average, a Java code snippet contains 113 tokens while the number for a Python code snippet is only 48. Since CrystalBLEU is a metric only focusing on token overlaps, it could be comparatively trivial to achieve high scores on the Python code.

We also list the values of TM, SM, and DM in Table 2 to investigate the improvements from different perspectives. We find that the biggest improvements for code generators are from the identical aspect on the two datasets, i.e., to generate correct code syntax. For instance, on the Python dataset, when CodeT5 is adversarially trained with GraphCodeBERT, its SM value is increased from 16.1% to 36.4%, an improvement of around 126%. Similarly, on the Java dataset, when NatGen is adversarially trained with GraphCodeBERT, its SM value is increased from 23.3% to 33.4%, an improvement of around 43%. Besides SM, we note that the DM values of the code generators also increase significantly, which indicates that the code generators become more competent at generating correct data flow relations after the adversarial training. In contrast, the TM values of the code generators do not increase to a large extent. This phenomenon reflects the difference between
Table 3. The performances of different code searchers on the two evaluation datasets.

<table>
<thead>
<tr>
<th>Code Searcher</th>
<th>CSN-Python</th>
<th></th>
<th></th>
<th></th>
<th>CSN-Java</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MRR</td>
<td>SR@1</td>
<td>SR@5</td>
<td>SR@10</td>
<td>MRR</td>
<td>SR@1</td>
<td>SR@5</td>
<td>SR@10</td>
</tr>
<tr>
<td>CodeBERT</td>
<td>0.669</td>
<td>0.563</td>
<td>0.802</td>
<td>0.857</td>
<td>0.522</td>
<td>0.420</td>
<td>0.646</td>
<td>0.707</td>
</tr>
<tr>
<td>CoCoGAN\textsubscript{codeT5+CodeBERT}</td>
<td>0.714(7%)</td>
<td>0.622</td>
<td>0.829</td>
<td>0.883</td>
<td>0.557(7%)</td>
<td>0.470</td>
<td>0.653</td>
<td>0.710</td>
</tr>
<tr>
<td>CoCoGAN\textsubscript{NatGen+CodeBERT}</td>
<td>0.721(7%)</td>
<td>0.626</td>
<td>0.837</td>
<td>0.889</td>
<td>0.559(7%)</td>
<td>0.474</td>
<td>0.662</td>
<td>0.713</td>
</tr>
<tr>
<td>GraphCodeBERT</td>
<td>0.682</td>
<td>0.577</td>
<td>0.812</td>
<td>0.865</td>
<td>0.534</td>
<td>0.432</td>
<td>0.659</td>
<td>0.721</td>
</tr>
<tr>
<td>CoCoGAN\textsubscript{codeT5+GraphCodeBERT}</td>
<td>0.751(10%)</td>
<td>0.665</td>
<td>0.860</td>
<td>0.905</td>
<td>0.580(10%)</td>
<td>0.496</td>
<td>0.673</td>
<td>0.725</td>
</tr>
<tr>
<td>CoCoGAN\textsubscript{NatGen+GraphCodeBERT}</td>
<td>0.763(12%)</td>
<td>0.678</td>
<td>0.863</td>
<td>0.908</td>
<td>0.589(10%)</td>
<td>0.502</td>
<td>0.681</td>
<td>0.737</td>
</tr>
</tbody>
</table>

Table 4. The time consumption of CoCoGAN under different experiment settings (in hours).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Models</th>
<th>CSN-Python</th>
<th></th>
<th></th>
<th>CSN-Java</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Generator Fine-tuning</td>
<td>Discriminator Fine-tuning</td>
<td>Adversarial Training</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSN-Python</td>
<td>CoCoGAN\textsubscript{codeT5+CodeBERT}</td>
<td>18</td>
<td>6</td>
<td>26</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CoCoGAN\textsubscript{codeT5+GraphCodeBERT}</td>
<td>18</td>
<td>7</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CoCoGAN\textsubscript{NatGen+CodeBERT}</td>
<td>18</td>
<td>6</td>
<td>26</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CoCoGAN\textsubscript{NatGen+GraphCodeBERT}</td>
<td>18</td>
<td>7</td>
<td>30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CSN-Java</td>
<td>CoCoGAN\textsubscript{codeT5+CodeBERT}</td>
<td>37</td>
<td>9</td>
<td>40</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CoCoGAN\textsubscript{codeT5+GraphCodeBERT}</td>
<td>37</td>
<td>12</td>
<td>46</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CoCoGAN\textsubscript{NatGen+CodeBERT}</td>
<td>37</td>
<td>9</td>
<td>49</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>CoCoGAN\textsubscript{NatGen+GraphCodeBERT}</td>
<td>37</td>
<td>12</td>
<td>47</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

this metric and the CrystalBLEU metric: the former focuses on all the generated tokens while the latter removes commonly-observed tokens before the calculation. Therefore, an improvement in terms of the CrystalBLEU metric does not necessarily result in an improvement in terms of the TM, and vice versa.

5.3.2 Effectiveness of code search. Table 3 lists the results of different code searchers. We note that generally, the performances of code searcher can be improved by around 10% through the adversarial training in terms of the MRR values. For instance, when adversarially trained with NatGen, the MRRs of GraphCodeBERT on the Python and Java datasets are increased from 0.682 to 0.763 and 0.534 to 0.589, respectively, resulting in improvement ratios of 12% and 10%. Similarly, the SuccessRate\textsubscript{@k} values are also consistently increased. Specifically, after adversarially trained with NatGen, GraphCodeBERT can successfully rank the oracle code at top-1 position for around 70% and 50% cases on the Python and Java datasets, respectively, which substantially outperforms the vanilla GraphCodeBERT model (i.e., ranking the oracle at top-1 for around 57% and 43% cases).

Based on the results presented in Tables 2 and 3, it can be observed that code generation and code search techniques can achieve better effectiveness when they are trained with high-performing techniques of the other type, respectively. For instance, on the Python dataset, NatGen achieves higher performance when trained with GraphCodeBERT than when trained with CodeBERT, resulting in CodeBLEU values of 28.4% and 27.9%, respectively. Therefore, it is advisable to involve advanced techniques of both types when using CoCoGAN to achieve optimal results.

5.3.3 Efficiency. Table 4 demonstrates the time costs of different CoCoGAN variants. In addition to the cost of the adversarial training process, we also list those of the fine-tuning processes for the code generators and code searchers for comparison. Note that the two code generators have an identical fine-tuning time cost since they have an identical model architecture, which results in the same amount of parameters, and the fine-tuning process is performed for a fixed number of epochs without the early stopping mechanism [Wang et al. 2021].

We observe that the time cost of the adversarial training approximately equals to the total cost of fine-tuning the generator and discriminator. For instance, on the Python dataset, the time costs of fine-tuning NatGen and CodeBERT are 18 and 6 hours, respectively, while the adversarial training takes around 26 hours. On the Java dataset, fine-tuning the generator and discriminator even takes a longer time than the adversarial training, which indicates that the time consumption of CoCoGAN is controlled in a reasonable scale. Given that the adversarial training process is a one-time task:
Table 5. The MRR values achieved by different code searchers w/ and w/o lifelong learning (LLL).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Models</th>
<th>w/ LLL</th>
<th>w/o LLL</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSN-Python</td>
<td>CoCoGAN_CodeT5+CodeBERT</td>
<td>0.714</td>
<td>0.678 (5%)</td>
</tr>
<tr>
<td>CSN-Python</td>
<td>CoCoGAN_NatGen+CodeBERT</td>
<td>0.721</td>
<td>0.679 (6%)</td>
</tr>
<tr>
<td>CSN-Python</td>
<td>CoCoGAN_CodeT5+GraphCodeBERT</td>
<td>0.751</td>
<td>0.691 (8%)</td>
</tr>
<tr>
<td>CSN-Python</td>
<td>CoCoGAN_NatGen+GraphCodeBERT</td>
<td>0.763</td>
<td>0.705 (8%)</td>
</tr>
<tr>
<td>CSN-Java</td>
<td>CoCoGAN_CodeT5+CodeBERT</td>
<td>0.557</td>
<td>0.528 (5%)</td>
</tr>
<tr>
<td>CSN-Java</td>
<td>CoCoGAN_NatGen+CodeBERT</td>
<td>0.559</td>
<td>0.531 (15%)</td>
</tr>
<tr>
<td>CSN-Java</td>
<td>CoCoGAN_CodeT5+GraphCodeBERT</td>
<td>0.580</td>
<td>0.551 (15%)</td>
</tr>
<tr>
<td>CSN-Java</td>
<td>CoCoGAN_NatGen+GraphCodeBERT</td>
<td>0.589</td>
<td>0.567 (4%)</td>
</tr>
</tbody>
</table>

once trained, the code generator and code searcher can be applied in practice for any query, we thus consider that our CoCoGAN is user-friendly in terms of the efficiency.

We also observe that both the fine-tuning and adversarial training processes generally take longer on the Java dataset compared to the Python dataset, which may suggest that models converge more slowly on Java code. It is also important to note that there is a trade-off between the effectiveness and efficiency. Future studies could explore the possibility of increasing the values of the hyper-parameters $k$ and $l$ in Algorithm 2 to achieve better effectiveness in code generation and search, albeit at the cost of efficiency.

5.3.4 Sensitivity Analysis. The MRR values of the code searchers when the lifelong learning strategy is excluded during the adversarial training are shown in Table 5. We observe that excluding the lifelong learning strategy results in a performance degradation of over 5% for the code searchers across various settings. However, it is worth noting that the degraded performance is still better than that of the vanilla code searcher. For instance, on the Python dataset, when GraphCodeBERT is trained with CodeT5, its degraded MRR value is 0.691, while its original MRR value is 0.682 (cf. Table 3). These findings suggest that (1) the adversarial training process indeed helps the code searcher better understand code semantics, and (2) the lifelong learning strategy further prevents the model from forgetting some previously-learned knowledge and helps it achieve the optimal performance.

6 DISCUSSION

6.1 Human Evaluation

The ultimate goal of code generators is to generate the source code for developers. Although we have demonstrated that code generators trained through our CoCoGAN framework are good at generating code similar to the oracle, in this section, we further conduct a human evaluation to assess the effectiveness of CoCoGAN.

Setup. As a demonstration, we assess the code generation effectiveness of CodeT5 on the Python language before and after the adversarial training process, when CodeBERT is used as the discriminator. Specifically, we randomly select 100 queries from the CSN-Python dataset and collect the generated code from CodeT5 and CoCoGAN\_CodeT5+CodeBERT. Therefore, we obtain 200 programs for evaluation. We recruit five computer science Ph.D students who are not co-authors of this paper and each of them has more than five years programming experience with Python. For the identical query, we randomly list the two examples of generated code to the participants. Following the existing study [Li et al. 2023], each participant is asked to rate each generated code snippet from the three aspects: (1) correctness which reflects whether the code satisfies the given query, (2) quality which reflects whether the code does not contain bad code smell, and (3) maintainability which reflects whether the code has good readability, on a 5-point Likert scale (1 for poor, 2 for
Table 6. The results of human evaluation.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Average</th>
<th>Std.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correctness</td>
<td></td>
</tr>
<tr>
<td>CodeT5</td>
<td>3.5</td>
<td>1.3</td>
</tr>
<tr>
<td>CoCoGAN$\text{CodeT5} + \text{CodeBERT}$</td>
<td>3.7</td>
<td>1.1</td>
</tr>
<tr>
<td></td>
<td>Quality</td>
<td></td>
</tr>
<tr>
<td>CodeT5</td>
<td>3.7</td>
<td>1.2</td>
</tr>
<tr>
<td>CoCoGAN$\text{CodeT5} + \text{CodeBERT}$</td>
<td>4.2</td>
<td>0.9</td>
</tr>
<tr>
<td></td>
<td>Maintainability</td>
<td></td>
</tr>
<tr>
<td>CodeT5</td>
<td>4.1</td>
<td>0.9</td>
</tr>
<tr>
<td>CoCoGAN$\text{CodeT5} + \text{CodeBERT}$</td>
<td>4.3</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Fig. 6. The code generated by Vanilla CodeT5 and the code generated by CodeT5 after adversarial training, for the query “Read n bits from the stream”.

Results. The results of the human evaluation are shown in Table 6. Our CoCoGAN is better than the vanilla CodeT5 in all the three aspects. Specifically, the CodeT5 model after the adversarial training increases the correctness from 3.5 to 3.7, the code quality from 3.7 to 4.2, and the maintainability from 4.1 to 4.3, respectively. Also, our statistical test results show that the p-values comparing the scores obtained by CoCoGAN and CodeT5 are all less than 0.005, which shows that the improvements are statistically significant.

Our human evaluation indicates that one significant advantage of our adversarial training perceived by the programmers is its capability to generate code that has less code smells (i.e., increasing the score from 3.7 to 4.2). Figure 6 gives a detailed example where the two code generators are asked to generate code for the query “Read n bits from the stream”. Generally, the two code snippets adopts the similar way to fulfill the main functionality, which is to retrieve the data from a list and return the result. However, the code from the vanilla CodeT5 model assumes that the input argument $n$ is already an integer, while the code produced by CoCoGAN performs some sanity checks about the data type of $n$ and returns None if $n$ is not an integer. This case shows that CoCoGAN possesses the capability to perform data validation, a critical ability in fault tolerance [Hayes and Offutt 2006]. Indeed, in our human evaluation, the five participants rate a score of 4.6 towards the quality of the generated code on average, which is a comparatively high value.

6.2 Case Analysis

In this section, we provide detailed examples to show how our CoCoGAN helps improve the effectiveness of both the code generator and code searcher. As a showcase, the examples are selected from the experiment setting CoCoGAN$\text{CodeT5} + \text{CodeBERT}$ on the Python language.
The developer-written code, the code generated by Vanilla CodeT5, and the code generated by CodeT5 after adversarial training, for the query "Return the number of CPUs on the system".

**Case 1.** In the first case, we focus on demonstrating how the code generators become more competent at generating code snippets that resemble human-written ones. Figure 7 shows such an example. The intention here is to obtain the number of CPUs on the working system. To achieve it, developers use different approaches: they first refer to `SC_NPROCESSORS_ONLN`, the macro in the “unistd.h” header file in Linux system, to get the number of CPUs that are currently available by the system; if this fails, they further refer to the “/proc/cpuinfo” file which contains information about the CPUs installed on the system. We observe that the vanilla CodeT5 has some common sense knowledge, since it realizes that the task could be finished by referring to the “/proc/cpuinfo” file. Nonetheless, it lacks more detailed knowledge about this file and thus utilizes it in an incorrect way. The fact is that the “/proc/cpuinfo” file contains one or more paragraphs, each describing a CPU in terms of the CPU model, speed, cache size, etc. Therefore, reading the whole file as an integer (like the code in line 5 in Figure 7b) will lead to a `ValueError`. After the adversarial training, CodeT5 realizes that the target file should be utilized in another way and generates a code snippet that resembles the developer-written one (i.e., by counting the number of lines starting with `processor`).

**Case 2.** In the second case, we focus on demonstrating how the code searchers become more competent at capturing code semantics after the adversarial training. Figure 8 shows an example where the vanilla CodeBERT fails to accurately retrieve the correct code for a given query but our CoCoGAN succeeds. The intended functionality is “plot two digits frequency counts using matplotlib”. Given an input `f2`, a two-dimensional matrix that records the frequency data, the oracle code draws the image by calling the `plt.matshow` function, which is widely-used to plot a matrix as a color-coded image. The vanilla CodeBERT inaccurately ranks another code snippet at the top position as shown in the figure. The retrieved code calls the `plt.plot` method to create a line plot so that its input parameter is with only one dimension. Actually, its primary purpose can be described as “plot one digit frequency counts using matplotlib”. While the two intentions are similar in terms of their lexical meaning (i.e., they are only different with respect to the number of digits), they require different implementations. This is because, in addition to the differences in the API calls as introduced, the number of digits also affects the labels of the resulting image. The original code sets both the x and y labels as two digits, while the retrieved code only sets the x label as a digit. Because there are many overlapped tokens between the two code snippets, such as
# Oracle code

```python
# def plot_two_digit_freqs(f2):
ax = plt.matshow(f2)
plt.colorbar()
for i in range(10):
    for j in range(10):
        plt.text(i-0.2, j+0.2, str(j)+str(i))
plt.ylabel('First digit')
plt.xlabel('Second digit')
return ax
```

# Code retrieved by CodeBERT

```python
# def plot_one_digit_freqs(f1):
ax = plt.plot(f1, 'bo-')
plt.xlabel('Digit')
plt.ylabel('Count')
return ax
```

Fig. 8. The developer-written code and the code retrieved by CodeBERT, for the query “Plot two digits frequency counts using matplotlib”.

xlabel, ylabel, and ax, the vanilla CodeBERT is unable to distinguish between them and can be easily confused. Fortunately, after undergoing the adversarial training, CodeBERT is able to better differentiate between the two code snippets and correctly ranks the oracle code at the top position.

### 6.3 The Contribution of Fine-Tuning

We aim to explore to what extent the fine-tuning process contributes to the final performance of CoCoGAN, i.e., how does the effectiveness of CoCoGAN depend on the accuracy of the initially given code generation model? To this end, we run the evaluation with different initial models, which are trained for a different amount of time. Originally, the CodeT5 and NatGen models were fine-tuned for 20 epochs. To address the raised question, we retrain two distinct models that have undergone varying degrees of fine-tuning: one model is fine-tuned for 10 epochs, while the other is not fine-tuned at all on the code generation task. After that, we have totally three initial models on hand (the one with 20 epochs of fine-tuning, the one with 10 epochs of fine-tuning, and the one without fine-tuning). We are thus able to answer the raised question by comparing their effectiveness after the adversarial training process.

We use CoCoGAN\textsubscript{CodeT5+CodeBERT} on the Python dataset as a showcase. Results show that (1) if the code generator is not fine-tuned at all, its CodeBLEU value after the adversarial training is only 15.0%, and (2) if the code generator is not fine-tuned adequately (i.e., 10-epoch fine-tuning), its CodeBLEU value after the adversarial training is 23.6%, only slightly higher than that of the adequately fine-tuned code generator (i.e., 21.2%). Such results indicate that the fine-tuning process, which provides a reasonable initialization of the model, contributes to the final performance of CoCoGAN to a large extent.

### 6.4 The Quality of the Code Generated by the Initial Code Generator

Typically, if the GAN framework is perfectly trained, then samples from the generator will look the same as the real data. This means that the discriminator cannot be further improved because there will be no supervision for it on distinguishing code semantics. Therefore, a raised question is how often is the code generated by the initially given code generator so different from the oracle code that they could be distinguished by the discriminator?
We recall that in the CodeBLEU paper [Ren et al. 2020], the authors performed a human evaluation where 10 participants rated the generated code from CodeGPT, a state-of-the-art code generator, on a 5-point Likert scale. Results show that the average score obtained by CodeGPT is 3.125, which is near the neutral degree but far away from satisfactory (the score of 4 or 5). This suggests that the current state-of-the-art code generators are generally unable to produce code that is highly semantically similar to the oracle, although there may be some cases where they can generate the qualified code. As a result, the code generated by the code generator can be used to strengthen the key ability of the code searcher. That could be the reason for the improvement of the code searcher during the adversarial training process.

### 6.5 Large Language Models

Recently, various large language models (LLMs) have been proposed to facilitate developers’ development activities through code generation, such as ChatGPT\(^3\) and GPT-4\(^4\). To quantitatively understand the code generation effectiveness of such models, we randomly select 2K queries from our evaluation dataset (1K from the CSN-Python dataset and 1K from the CSN-Java dataset) and task ChatGPT with generating corresponding method code. To perform this experiment, we use the ChatGPT API (accessed on March 27, 2023) with the prompts to the model in the form of “Assume that you are a Python/Java programmer. Please write a Python/Java function that...”, followed by the query contents. The first sentence is to prepare ChatGPT for the code generation task while the second one is the detailed requirement. Results show that on average, ChatGPT achieves the CodeBLEU values of 22.1% and 26.5% on the Python and Java laguages, respectively. Such performances are higher than those of the vanilla NatGen but lower than those of the adversarially-trained NatGen. One possible explanation for NatGen’s superior performance could be its fine-tuning and adversarial training specifically designed for the code generation task, whereas ChatGPT is optimized for artificial general intelligence (AGI) and not specifically for code generation. However, the target of our study is not to show that our approach outperforms ChatGPT in code generation. Instead, we aim to propose an adversarial training framework that can boost the performance of code generators. We have demonstrated the effectiveness of our framework on two state-of-the-art code generators and, theoretically, our approach can be applied to any code generator that faces the exposure bias problem, including ChatGPT. Hopefully, in the future, the performance of LLMs on code generation could also be improved in such a way.

### 6.6 Threats to Validity

We have identified the following threats to validity:

**Selection of study subjects.** Beyond the code generators and code searchers used in this study, there are still a number of alternatives in the literature [Gu et al. 2018; Lu et al. 2021; Wan et al. 2019; Yin and Neubig 2018]. It is unclear to what extent our CoCoGAN can help boost their performances. However, this threat is mitigated considering that our study subjects are representative works in these research domains, which have been demonstrated to achieve state-of-the-art performances on code generation and code search tasks [Niu et al. 2023; Zeng et al. 2022].

**Applying study subjects on our dataset.** Our study reproduces four state-of-the-art pre-trained models for code. To mitigate the reproduction bias, we have carefully fine-tuned the pre-trained models on our evaluation datasets by reusing the code and hyper-parameters released by the original studies, and the models from the best-performing checkpoints are used for evaluation.

---

\(^3\)https://chat.openai.com/
\(^4\)https://openai.com/product/gpt-4
Selection of dataset. Our study requires a large-scale dataset to ensure the adversarial training is adequately performed. To this end, we choose to use the CodeSearchNet dataset which contains hundreds of thousands of data samples and has been widely used in the research domains of both code generation and code search [Feng et al. 2020; Zeng et al. 2022; Zhao et al. 2022]. We apply our approach on Java and Python code because these two programming languages are widely used nowadays (e.g., Python is widely used for data science and machine learning, and Java is widely used for mobile applications and enterprise applications). We thus cannot claim that our approach is generic for all programming languages. However, the key idea of CoCoGAN is general and can be applied on arbitrary programming language. We leave evaluating CoCoGAN on more datasets and other programming languages as our future work.

Assumption. One assumption of CoCoGAN is that all code generated by code generators during the adversarial training is non-oracle (i.e., we deem that they are not semantically identical to the oracle code). This decision is made based on our observation that, even after adversarial training, code generators are unable to produce code that is lexically identical to the oracle code on the training sets for both Python and Java datasets. However, it is possible that the generated code is semantically identical to the oracle even if it is not lexically identical, and dynamically adjusting the labels of the generated code during the adversarial training process is a potential direction for future work.

7 RELATED WORK

7.1 Combination of Code Generation and Code Search

The code generation and code search are two effective ways to transform natural language descriptions into source code. The previous work [Xu et al. 2022] conducted a user study where participants were asked to implement specific functionalities with the help of the code generation or code search techniques, and demonstrated the complementarity between these two types of techniques: developers prefer code generation over code search on some tasks and vice versa on other tasks. A recent empirical study [Wang et al. 2023a] compared ten well-known code generation and code search techniques on a large-scale query dataset and also observed the complementarity between code generation and code search techniques. These findings motivate us to explore a way for combining such two types of techniques. However, previous researches within these two domains are mainly separately studied and the only existing way to combine these two types of techniques is to first retrieve a code snippet given a natural language query, and then generate the final code based on the retrieval results [Hashimoto et al. 2018; Hayati et al. 2018; Li et al. 2023]. Such approaches mainly have two limitations that restrict their application scenarios. First, they usually assume that the input and output of the method is already known and the method is partially written [Hashimoto et al. 2018], while general code generation techniques aim at generating code from scratch. Second, their effectiveness heavily relies on the existence of code similar to the oracle in the retrieval corpus, so that they are usually evaluated on simple code snippets such as the Hearthstone (HS) dataset [Ling et al. 2016] which is composed of code snippets implementing card descriptions, while general code generation techniques require the ability to generate complex code snippets such as the code in our evaluation dataset CodeSearchNet, which are collected from real-world projects. In this study, we propose to combine code generation and code search to overcome the limitation of each other: the code generator requires feedback on the quality of its generated code, which can be provided by the code searcher, and the code searcher requires more data for training, which can be generated by the code generator. We respectively treat the code generator and code searcher as the generator and discriminator in a GAN framework and

https://www.tiobe.com/tiobe-index/
simultaneously boost their performances through the adversarial training process. The resulted code generator can generate complex method-level code from scratch.

7.2 GAN in the Software Engineering Domain

In recent years, the GAN framework has been applied on diverse software engineering tasks due to its superior ability on generating samples that are similar to real-world data. ACTGAN [Bao et al. 2019] automatically generates software configurations for helping system users better configure a large number of parameters. During the adversarial training, the generator is forced to seek important features hidden in good configuration samples. GUIGAN [Zhao et al. 2021] alleviates the burden of designers by automatically generating Graphical User Interface (GUI) designs. It formulates the task as selecting a sequence of GUI components from existing mobile apps to compose new GUI designs and also exploits the SeqGAN framework in their approach for generating sequence data. CGAN4FL [Lei et al. 2023] synthesizes program coverage information of failing tests and integrates the generated failing tests into the original test suite to compensate for the lack of failing tests, which adversely affects the effectiveness of fault localization techniques. The most obvious difference between our study and the aforementioned ones is that they all focus on utilizing the power of the GAN framework to generate samples but the discriminator is only used to strengthen the generator, while we simultaneously boost the performances of both code generation and code search techniques through the GAN framework (i.e., the generator and discriminator are strengthened together).

7.3 GAN in Other Research Domains

Upon proposed, the GAN framework has been applied on diverse generation tasks [Xia et al. 2022]. To name a list, BigGAN [Brock et al. 2019] applies orthogonal regularization to the generator to make the training process of GAN stable, and achieves promising results on generating clear images. CycleGAN [Zhu et al. 2017] implements a cycle mechanism which enables the transformation between two domains. It thus can be used to change the style of an image into a specific type. By mapping a sequence of random vectors to a sequence of video frames, MoCoGAN [Tulyakov et al. 2018] can successfully generate videos. Building on these studies, we leverage the powerful generation capabilities of the generator from the GAN framework for code generation.

8 CONCLUSION

In this study, we introduce CoCoGAN, an approach that combines code generation and code search techniques to overcome their limitations and enhance their performances. By treating the code generator and code searcher as the generator and discriminator in a GAN framework, we enable the code generator to receive feedback on the quality of its generated code from the code searcher, while also generating additional training data for the code searcher. Our experiments demonstrate that our approach consistently improves the performances of both code generation and code search on eight different settings. We believe our approach holds potential in advancing the state of the art in code generation and code search, and could lead to more efficient and effective software development.
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