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ABSTRACT
The quality of method names is critical for the readability and maintainability of source code. However, it is often challenging to construct concise method names. To alleviate this problem, a number of approaches have been proposed to automatically recommend high-quality names for methods. Despite being effective, existing approaches meet their bottlenecks mainly in two aspects: (1) the leveraged information is restricted to the target method itself; and (2) lack of distinctions towards the contributions of tokens extracted from different program contexts. Through a large-scale empirical analysis on +12M methods from +14K real-world projects, we found that (1) the tokens composing a method’s name can be frequently observed in its callees; and (2) tokens extracted from different specific contexts have diverse probabilities to compose the target method’s name. Motivated by our findings, we propose, in this paper, a context-guided method name recommender, which mainly embodies two key ideas: (1) apart from the local context, which is extracted from the target method itself, we also consider the global context, which is extracted from other methods in the project that have call relations with the target method, to include more useful information; and (2) we utilize our empirical results as the prior knowledge to guide the generation of method names and also to restrict the number of tokens extracted from the global contexts. We implemented the idea as Cognac and performed extensive experiments to assess its effectiveness. Results reveal that Cognac can (1) perform better than existing approaches on the method name recommendation task (e.g., it achieves an F-score of 63.2%, 60.8%, 66.3%, and 68.5%, respectively, on four widely-used datasets, which all outperform existing techniques); and (2) achieve higher performance than existing techniques on the method name consistency checking task (e.g., its overall accuracy reaches 76.6%, outperforming the state-of-the-art MNire by 11.2%). Further results reveal that the caller/callee information and the prior knowledge all contribute significantly to the overall performance of Cognac.
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1 INTRODUCTION
The quality of identifier names plays critical roles in the readability and maintainability of source code [21, 22, 27, 32, 37, 56, 66]. Due to the huge amount of information contained towards the semantic of diverse program elements (e.g., variables and classes), developers often rely heavily on identifiers for program comprehension [23–26, 45, 54, 55, 60]. Method names, as a special type of identifiers, are especially important since they are the smallest named units of aggregated behaviour and also the cornerstone of abstraction in most conventional programming languages [38]. Nevertheless, in practice, developers often find it hard to name identifiers [46], and they often write inconsistent names in programs due to various reasons such as insufficient communication among development teams and lack of understanding of project development histories [16, 36, 41]. Actually, constructing high quality method names is considered as a challenging task, especially for inexperienced developers [38, 40]. It will cause many side effects if a method name does not match its associated method body (i.e., an inconsistent method name). Specifically, it can affect the readability and maintenance of the
code [4, 14, 37], and hence induce potential software defects or API misuses [20, 21, 65, 69]. For instance, Abebe et al. [4] found that inconsistent method names can negatively influence software maintenance activities. Besides, Butler et al. [20] also observed that inappropriate names can significantly increase the number of code quality issues detected by static checkers such as FindBugs [2]. To alleviate this problem, various approaches have been proposed recently to automatically recommend high-quality names given the implementation of a method [5, 10, 51]. For instance, Code2vec [12] represents source code using the paths that connect two leaf nodes in the Abstract Syntax Tree (AST), and then recommends to reuse the name of those methods who share similar syntax structures with the target one (i.e., the method whose name is going to be inferred). Existing studies [5, 10, 44, 46, 48, 51] deem that method names and identifiers are composed of tokens, which are split from the name based on the camel case and underscore naming conventions. For instance, identifier "methodName" is composed of tokens "method" and "name". MNire then treats method name recommendation as an abstract summarization task based on the seq2seq paradigm, and generates the tokens to compose the method names using those extracted from the implementation of the methods [51].

Despite their effectiveness, the major limitation concerning the performance of existing techniques is that they only consider the information locally to recommend names. Specifically, they only consider the implementation of a method to infer its method name [10, 12, 40]. However, a recent study shows that a large proportion of the method name tokens cannot be observed from the interfaces and implementations of the methods [51]. In this study, we find that such method name tokens can be often observed from the callees of the target method. Besides, recent studies have also shown that the information of program dependencies such as the caller/callee relations can effectively serve for diverse software engineering tasks [29, 43, 68, 70]. Therefore, it motivates us to investigate whether the context information of method call relations can be utilized to better infer appropriate method names. Incorporating more information, however, will inevitably increase the number of tokens feeding to a recommendation model. Consequently, it will bring new challenges since the long sequence input might induce more potential noises and may also reduce the generality of the learned model as revealed by recent studies [11, 59]. We also observe that those tokens constituting method names tend to occur more frequently in certain contexts (e.g., parameters, return types and other types of statements), which indicates that the contributions of tokens under diverse program contexts to compose an appropriate method name are different. Therefore, we are motivated to take into consideration the context information of different tokens.

In pursuit of designing a more effective approach to recommend appropriate method names, we first performed a large-scale empirical study on +14K top-starred GitHub repositories with +12M methods to validate our observations and motivations. We found that the methods that have call relations with the target one can provide abundant information to help infer method names. In detail, the tokens of a caller’s method name can be found in its callee (either the interface or the implementation) for 40.5% of the total cases. We also found that the tokens extracted from different contexts of a method have diverse probabilities to compose the name of a method. For instance, tokens from the ReturnStatement generally possess higher probabilities (e.g., nearly 20.0%) to compose the target method name than those from other types of statements. Such empirical results confirmed our observations and intuitions.

Supported by our empirical findings, we propose a Context-guided method name recommender, Cognac, which in general follows the seq2seq paradigm to infer method names utilizing program entity names. In such a paradigm, the extracted program entity tokens are rephrased into a short sequence of tokens which forms the recommended method name. The reason why Cognac adopts the seq2seq paradigm is that previous studies have shown the superiorities of code tokens on name prediction [39, 51]. In particular, Nguyen et al. have revealed that purely relying on the representation of code tokens yields better results than that of using the AST or Program Dependence Graph (PDG) structures for method name recommendation [51]. Although Cognac follows the seq2seq paradigm as adopted by the state-of-the-art [51], it embodies two major novel ideas. First, apart from the local context, which is extracted from the target method itself, including program entity tokens and the associated contexts, it also extracts tokens and their contextual information from other methods that possess call relations with the target method. Such information is denoted as the global context, which can include tokens from a global perspective to help better infer the name of the target method. Second, Cognac utilizes the empirical results as the prior knowledge to better focus on the critical tokens. Recall that our empirical study has revealed that the probabilities of tokens under diverse specific contexts to compose method names are different, and we denote such probabilities as the prior knowledge in this study. The prior knowledge is utilized to serve for two main purposes: to guide the method name generation as well as to reduce the size of the input sequences. On one hand, different from the state-of-the-art MNire [51], which completely relies on the attention mechanism to decide which tokens to focus on when generating the output token, we integrate the prior knowledge with the learned attention weight (i.e., the probabilities of each token from the attention mechanism) to focus on those tokens with higher probabilities. On the other hand, we leverage the prior knowledge to limit the number of tokens that are extracted from the callers/callees, and thus our utilized global context is lightweight. Specifically, we only accept the top ten tokens (such a number is empirically determined through a pre-study experiment) from the implementation of each callee prioritized by the prior knowledge. We exclude the implementation of the caller method from the input in Cognac to avoid data leakage since the caller’s implementation will definitely contain the target method name.

To evaluate the effectiveness of our approach for recommending high-quality method names, we trained and tested Cognac on totally four different datasets, which are the Java-small, Java-med, and Java-large from Alon et al. [10] and the one constructed by Nguyen et al. [51], containing 11, 1K, 9.5K, and more than 10K Java projects from GitHub respectively. We then compared it against totally 10 baseline approaches. Results show that Cognac outperforms all the state-of-the-art approaches by at least 5.0%, 9.2%, 8.2%, and 7.7% on the four datasets respectively w.r.t F-score. Moreover, we also applied Cognac to detect inconsistent method names via checking the lexical similarity between the original method name and the recommended one by Cognac, following the way as adopted by
Nguyen et al. [51]. Specifically, we utilized the dataset collected by Liu et al. [46] which includes 2,805 inconsistent method name cases mined from 430 Java projects. Results reveal that Cognac outperforms the state-of-the-art MNire significantly (the overall accuracy exceeds that of MNire by 11.2%). Furthermore, an ablation study shows that all the design decisions (i.e., information from the caller/callee methods as well as the guidance from the prior knowledge) contribute to the performance of Cognac on both tasks, among which the information from the callee methods is the most significant one.

In summary, our study makes the following contributions:

- **Empirical results**: Our study deepens the understanding towards the naturalness of method names w.r.t their correlations with the caller/callee methods and their tendencies to be observed among different contexts.
- **Method name recommendation with Cognac**: We implement a method name recommender that explores not only the local context but also the global context in a lightweight strategy and then generates the method name guided by our prior knowledge.
- **Performance assessment**: We perform extensive experiments to assess the performance of Cognac. Results reveal that Cognac achieves overall significantly better performance than the existing approaches on both the *method name recommendation* and *method name consistency checking* tasks.

## 2 BACKGROUND AND RELATED WORK

### 2.1 Definitions

Methods are declared and used under certain contexts. To ease our representation, we define several concepts here which will be used in the following contents of this study.

- **Implementation context**: Given a method, all the program entities in the method body are referred to as its *implementation context* [51]. It includes all names and structures that are used to implement the method.
- **Interface context**: Given a method, the types of the input parameters and the return type of this method are referred to as its *interface context* [51]. Technically, it describes the method’s input and output.
- **Enclosing context**: Given a method, the name of the class in which the method is defined is referred to as the *enclosing context* [51]. Such context provides the information of the general task/purpose of the class where the method is implemented.
- **Call relation**: Given two methods *a* and *b*, if *b* is triggered in the *implementation context* of *a*, then the call relation *a → b* is established where *a* is the caller while *b* is the callee [68].

### 2.2 Method Name Recommendation

Given the critical role of method names in the readability of source code [17, 31], various techniques have been proposed to address the method name recommendation (MNR) task, that is to automatically generate high-quality method names. Existing techniques can be broadly categorized into program structure dependent and independent. We next introduce each of the state-of-the-art in detail.

- **Program Structure Dependent**: Parsing programs from the AST aspect can obtain the syntax structure information, and hence is leveraged by various approaches in program analysis [28, 62, 64]. Mou et al. [50] proposed a tree-based convolutional neural network (TBCNN) for programming language processing, in which a convolution kernel is designed over programs’ ASTs to capture the structure information. Recently, Bui et al. [19] fused capsule networks with TBCNN to achieve higher learning accuracies based on tree structure. Utilizing AST paths that link any two leaf nodes in ASTs is an advanced program representation technique [11]. Code2vec [12] and Code2seq [10] represent a method body into a distributed vector by aggregating the bag of AST paths with the attention mechanism. They then recommend to reuse names of the methods who share similar AST structures with the target method.

Besides utilizing the structure information from the AST, researchers also propose to capture the *data-flow and control-flow* information and represent programs as PDG (i.e., *Program Dependency Graph*) to jointly model syntactic and semantic information [7], which is named as Gated Graph Neural Network (GGNN). To mitigate the long-distance relationship problem within the sequence encoder, Fernandes et al. [30] developed a framework to extend existing sequence encoders with a graph neural network (sequence GNN). Wang et al. [63] developed a novel graph neural architecture (GGNN), which, unlike the standard GNN, focuses exclusively on intervals for mining the feature representation of a program and operates on a hierarchy of intervals for scaling the learning to large graphs. GREAT [35] is another model that combines long-distance information with the structure information.

#### 2.2.2 Program Structure Independent

Without the guidance from program structures, researchers can also rely on the sequence of method tokens to finish the MNR task. Allamanis et al. [5] introduced a log-bilinear neural probabilistic language model for source code which can embed each token into a high dimensional continuous space and select the name that is most similar in this embedding space to those of the function body. They later considered MNR as an extreme summarization task where the method name is regarded as the summary of the method body, and then introduced an attentional neural network that employs convolution on the input code tokens [8]. MNire [51] follows the seq2seq paradigm to generate the tokens of method names using the sequence composed by tokens from the implementation context, interface context, and enclosing context of the target method. HeMa [40] is a heuristic-based MNR approach that is specially designed for getter/setter functions and delegations. We note that a study recently accepted [42] also utilizes call relations to guide the method name generation. However, it significantly differs from our approach with respect to the technical design: Cognac is supported by the results of systematic empirical studies. Particularly, thanks to the prior knowledge, we can represent all input tokens well with a single encoder. However, without the distinction provided by our prior knowledge, the existing study [42] needs to use totally four encoders to represent different contexts. Such a design leads to a much more complex model than ours (we have calculated that in the encoder part, our model needs to learn 0.8M parameters while such a number of [42] is 12.6M). Consequently, [42] needs more data and time resources to train the model. This is potentially the reason that [42] only evaluates on one of the four MNR benchmarks utilized by us in this study. On the contrary, our model is more generalizable, especially when there is limited training data, which is critical in language models [18].
Apart from generating high quality names for methods, another use of the model is to help us infer the appropriate naming code for the target method. The only useful information that we can find from itself is its interface context, that is, the return type (i.e., List) contains certain tokens of the method name. On the contrary, abundant useful information can be extracted from its callee (i.e., the loadConfig method). Specifically, all three tokens composing the method name (i.e., get, menu, and list) appear in the implementation context of the callee method loadConfig. Such results reveal that the information from the methods that possess call relations with the target method (e.g., callee methods in this example but in general caller methods can also be included) might provide extra information for us to suggest more appropriate method names for the target method. However, the majority of existing techniques [10, 12, 40] limit the research scope to the target method itself. The only one that considers information beyond the target method is MNire [51], which also takes the class name into consideration. They thus missed the opportunities to leverage more useful information from a global perspective.

**Observation 2.** Tokens composing the target method’s name tend to occur more frequently in specific types of contexts. For instance, considering the method in Listing 3, which is from the JFreeChart project, its function is to refresh the ticks given a rectangle. This instance confirms the previous observation from Nguyen et al. [51] (which also motivates this study) that names of program entities in the implementation context usually carry certain meaning that is related to the intention of the target method. Specifically, in this method, the two tokens of the method name (i.e., refresh and ticks) can both be found in the variables’ names or method

---

1. public static List getMenuList() {
   2.     return loadConfig();
   3. }

Listing 1: The getMenuList method in the Addressbook project.

2.3 Method Name Consistency Checking

Given that inappropriate method names may make programs hard to understand [14, 15, 67] or even lead to program defects [3, 4, 13, 20, 53], researchers also try to solve the method name consistency checking (MNC) problem, which is to automatically check whether the method name is consistent with its implementation.

Høst and Østvold [38] exploited the Java language naming convention for extracting rules of method names, which are further used to identify naming bugs. Kim et al. [41] built a code dictionary from the existing API documents and then detected inconsistent names based on this dictionary. Allamanis et al. [6] proposed to learn the domain-specific naming convention from local contexts to enhance the stylistic consistency including identifier naming and formatting. With the idea that similar code should be named with similar names, Liu et al. [46] separately encoded method names and method implementations. Then given a method named m, they considered two sets which are (1) the set of method names that are close to m in the name vector space, and (2) the set of method names whose implementations are close to that of m in the code vector space. If the similarity of the two sets is lower than a threshold, m is considered as inconsistent. MNire [51] can also be applied to the MCC task by checking the similarity between the recommended name and the original name of the method.

2.4 Code Summarization

Apart from generating high quality names for methods, another perspective to enhance the comprehensibility of programs is to automatically generate natural language descriptions for code [33, 58]. Such techniques have been shown to be feasible for solving program comprehension problems in practice. For instance, Panichella et al. [52] leveraged the coverage information to summarize test cases, and the generated test summaries helped developers find more bugs. A number of source code summarization works emphasize that limiting the consideration scope to the target method itself is insufficient for generating good summaries. Specifically, McBurney and McMillan [49] improved the effectiveness of code summarization techniques by including the information about how the target methods are invoked. Haque et al. [34] considered the sibling methods within the same file with the target method and used an attention mechanism to find words and concepts to utilize in summaries. These works also motivate us to investigate if we can perform the MNR task from a global perspective.

3 MOTIVATING EXAMPLES

In this section, we discuss our observations that motivate Cognac on method name recommendations.

**Observation 1.** Tokens composing the target method’s name can be frequently observed from its caller and callee methods. For instance, in the method getMenuList (as shown in Listing 1) of the Addressbook project, there is only one statement calling another

1. public static List loadConfig() {
   2.     List list = new ArrayList();
   3.     List elementList = DomUtil.getRootElement();
   4.     for (Object obj : elementList) {
   5.         MenuItem menu = new MenuItem();
   6.         menu.setName();
   7.         list.add(menu);
   8.     }
   9.     Collections.sort(list);
   10.    return list;
   11. }

Listing 2: The loadConfig method in the Addressbook project.

2. The method named loadConfig (as shown in Listing 2) within the method implementation. Unfortunately, for the caller method (i.e., getMenuList), the tokens of the method name cannot be found in its implementation, and insufficient information can be extracted from the implementation context to help us infer the appropriate name. The only useful information that we can find from itself is its interface context, that is, the return type (i.e., List) contains certain tokens of the method name. On the contrary, abundant useful information can be extracted from its callee (i.e., the loadConfig method). Specifically, all three tokens composing the method name (i.e., get, menu, and list) appear in the implementation context of the callee method loadConfig. Such results reveal that the information from the methods that possess call relations with the target method (e.g., callee methods in this example but in general caller methods can also be included) might provide extra information for us to suggest more appropriate method names for the target method. However, the majority of existing techniques [10, 12, 40] limit the research scope to the target method itself. The only one that considers information beyond the target method is MNire [51], which also takes the class name into consideration. They thus missed the opportunities to leverage more useful information from a global perspective.

**Observation 2.** Tokens composing the target method’s name tend to occur more frequently in specific types of contexts. For instance, considering the method in Listing 3, which is from the JFreeChart project, its function is to refresh the ticks given a rectangle. This instance confirms the previous observation from Nguyen et al. [51] (which also motivates this study) that names of program entities in the implementation context usually carry certain meaning that is related to the intention of the target method. Specifically, in this method, the two tokens of the method name (i.e., refresh and ticks) can both be found in the variables’ names or method

3. public List refreshTicks(Graphics2D g2, AxisState state, Rectangle2D dataArea, RectangleEdge edge) {
   4.     List ticks = null;
   5.     if (RectangleEdge.isTopOrBottom(edge)) {
   6.         ticks = refreshTicksHorizontal(g2, dataArea, edge);
   7.     }
   8.     else if (RectangleEdge.isLeftOrRight(edge)) {
   9.         ticks = refreshTicksVertical(g2, dataArea, edge);
   10.    }
   11. return ticks;
   12. }

Listing 3: The refreshTicks method in the JFreeChart project.

---

3. Please note that the analysis of method name tokens is case-insensitive in this paper

4. Please note that the analysis of method name tokens is case-insensitive in this paper

https://github.com/vaadin/addressbook

https://github.com/jfree/jfreechart
invocations in the method body (e.g., ticks and refreshTicks-Horizontal). Nevertheless, we note that the probabilities of tokens under diverse statement types to compose the method name are different. In this example, lines 6 and 9 are two IfStatements while none of the 14 tokens in these two statements contain the tokens of the method name. On the contrary, although the ReturnStatement in line 12 contains only one token, it exactly matches the tokens of the method name. Such results indicate that for a specific program entity, the probability of its name to compose the method name may differ significantly according to its context (i.e., the type of the statement where it locates). Therefore, if we use the entity names to predict the tokens that compose the method name, incorporating the context information of each program entity can help us better focus on those critical tokens that have higher probabilities to compose the method name.

4 EMPIRICAL STUDY

4.1 Experiment Setup

Inspired by our observations, we further performed an empirical study to investigate whether such observations are pervasive among large-scale open source projects. Specifically, we aim to answer the following research questions:

**RQ1:** Can the tokens composing the name of a target method be frequently observed in its caller/callee methods?

**RQ2:** Do the tokens composing the name of a target method tend to occur more frequently in specific contexts than the others?

The answers to these questions provide empirical foundations on (1) whether the information obtained from those caller/callee methods can help us better predict the method names; and (2) whether the information of different program contexts, such as different statement types, can be utilized to better predict the method names. Such foundations are of great importance to our approach designs.

**Data collection and processing.** Following a previous study [51], we chose to use the dataset of 14,317 well-maintained and long-history Java projects on GitHub, which is collected by Allamanis and Sutton [9]. This is a dataset of high-quality since all duplicated projects have already been removed and all selected projects have been forked by GitHub users by at least once. Unlike the previous study [51], we only focused on the source code to reduce potential bias in this study. That means any code from the test files will be excluded in our investigation. As a result, we totally parsed 12,979,389 methods in our experiment. For each investigated method, we collected the method’s name and all the names of the entities w.r.t the method’s implementation context and interface context. Finally, all these names were split into tokens based on the camel case and underscore naming conventions, and the obtained tokens were transformed to their lowercase form, following the practices of previous studies [5, 51]. To extract the global contexts, in our study, we established call relations via analyzing the names within each MethodInvocation AST node in the project. Note that we excluded constructors from this empirical analysis as well as the evaluation of our approach, following previous studies [12, 40]. The behind intuition is that it is unlikely that developers do not know how to name constructors.

4.2 Frequencies of Tokens from Caller/Callee

Critical results from our investigation are illustrated in Table 1. Totally, we found 7,034,508 call relations with 3,279,170 unique callers and 2,800,498 unique callees (since a method can be involved in multiple call relations). Such figures indicate that (1) on average a method is involved in the call relation for more than once, which indicates the pervasiveness of call relations in real-world programs and (2) on average a caller method invokes more than two callees (7,034,508/3,279,170).

From the perspective of a caller, we found that for all the call relations, the tokens composing the caller’s method name, if any, occur in the callee for 40.5% of the cases (2,847,864/7,034,508). Such results indicate that there is a significant portion (i.e., around 40%) of callers whose method name tokens can be found in the corresponding callees. We also investigated in which part of the callee (i.e., the implementation context or interface context) can we observe such tokens. We found that for all the 2,847,864 call relations where the tokens of the caller’s name occur in the callees, the tokens occur in the interface context of the callees for 1,789,945 cases (62.9%) while in the implementation context of the callees for 2,460,554 cases (86.4%). More in-depth analysis reveals that the method name tokens occur in the interface context of the callee uniquely (which means tokens occur only in the interface context of the callee but not in its implementation context) for 387,310 cases while the number of the implementation context is 1,057,919. Such results reveal that (1) the interface context of the callee method can provide abundant information for inferring the caller’s name; and (2) the implementation context of the callee method can provide more predictive information for its caller’s name than its interface context.

From the perspective of a callee, since we know that the method name of the callee can definitely be found in the implementation context of its callers (i.e., through method invocations which form the caller/callee relation), we thus only focused on the interface context of its callers. We found that for the 7,034,508 call relations, the tokens composing the callee’s method name can be found in the interface context of the callers for 1,712,216 (24.3%) of the cases. Such results also indicate that the interface context of the callee can provide abundant predictive information for its callee’s name.

We also investigated the unique contribution from caller/callee methods. Totally, we found 674,616 methods where none of the name tokens can be found locally (from the method’s implementation context and interface context). Among them, 6,000 (0.9%) methods can find at least one method name token in their callers’ interface context and 56,808 (8.4%) methods can find at least one token in

| Table 1: Critical frequencies of tokens from caller/callee. |
|-----------------|-----------------|
| **Number**      | **Frequency**   |
| # Unique caller  | 3,279,170       |
| # Unique callee  | 2,800,498       |
| # Call relations | 7,034,508       |
| # Caller whose tokens in callee | 2,847,864 (40.5%) |
| # Callee whose tokens in caller | 1,712,216 (24.3%) |
| # Caller whose tokens in callee’s interface | 1,789,945 (62.9%) |
| # Caller whose tokens in callee’s implementation | 2,460,554 (86.4%) |
| # Caller whose tokens in callee’s interface uniquely | 387,310 (13.6%) |
| # Caller whose tokens in callee’s implementation uniquely | 1,057,919 (37.1%) |
| # Methods whose tokens cannot be found from itself | 674,616 |
| # Methods whose tokens not in itself but in its callee | 6,000 (0.9%) |
| # Methods whose tokens not in itself but in its callee | 56,808 (8.4%) |

**Note:** The data in Table 1 is derived from our empirical study on 7,034,508 call relations involving 3,279,170 unique callers and 2,800,498 unique callees. The results provide insights into the frequency of tokens from caller/callee contexts, highlighting the significance of interface and implementation contexts in method name prediction.
their callees. Such results indicate that call relations can uniquely contribute to predicting appropriate method names even if the method name tokens cannot be found locally.

**[Finding-1]** The method name tokens of considerable proportions of callers/callees (40.5% and 24.3% respectively) can be found in their corresponding callees/callers, which indicate that call relations can contribute significantly to predicting method names. Besides, for methods whose name tokens cannot be found locally, we can find the tokens in their caller/callee methods for a non-negligible proportion of cases (e.g., tokens can be found in callees for 8.4% of them).

### 4.3 Frequencies of Tokens under Different Contexts

We investigated whether the tokens composing the name of the target method tend to occur more frequently in specific contexts. In our study, we analyzed the context from two granularities, which are the coarse-grained context and fine-grained context. Coarse-grained context denotes the six different sources where the tokens of the target method name can be potentially observed, including the target method’s implementation context, interface context, and enclosing context, the implementation context of its callees, the interface context of its callees, and the interface context of its callers. Note that we included the enclosing context of the target method in this analysis as well as in our approach since a previous study [51] shows that tokens from this context can help infer the name of the target method. We omitted the implementation context of the target method’s callers since they already contain the name of the target method. Fine-grained context denotes, in this study, the specific type of the statement where each token is extracted. For the interface context, we further split it into two sub-categories based on where the tokens are extracted, which are the ReturnType and ParameterType. Consequently, the detailed context can be represented as a pair of elements, including the source type and the statement type (e.g., (Target method implementation context, ReturnType), (Callee interface context, ReturnType)). We recorded for each target method: (1) the number of tokens under each context and (2) the number of tokens that compose the target method name under each context. The final statistics are summed over the whole dataset, and the probability of a certain type of context is calculated as the number of tokens that compose the target method divided by the total number of tokens under such a context. We utilize the proportion such calculated to approximate the probability. Note that beyond the statement type, there are also other granularities of context information (e.g., the expression type [47]). We chose to use the statement type in this study since the previous study [51] has demonstrated that incorporating too fine-grained program information may reduce the overall effectiveness in the task of method name recommendation.

The results are displayed in Table 2. Be noted that, there are 22 statement types in the Eclipse document [1], while we only list in this table those statements where we observed any method name tokens over the dataset. We noted that the probability of tokens under different contexts to compose method names differs significantly. The maximum value is obtained from the ReturnStatement from the Target method implementation context with a probability of around 0.23.

![Table 2: Occurrence probability of tokens from different contexts.](image-url)

We note that both the coarse-grained context and fine-grained context contribute to such differences. For instance, taking tokens from the ReturnType contexts for consideration, the probability of those tokens extracted from the Target method interface context is significantly higher than those from the Caller interface context and Callee interface context (0.13 vs. less than 0.1). From another perspective, for tokens from the Target method implementation context, those from the ReturnStatement are much more likely to compose the method name than those from TryStatement (a probability of 0.19 vs. 0.01). Such results confirm our intuition in Section 3 that the tokens from diverse contexts differ with each other with the possibility to compose the name of the target method.

**[Finding-2]** The probability of a token to compose the target method name differs significantly according to its contexts. The maximum probability is nearly two orders of magnitude higher than the minimum one.

### 5 METHODOLOGY

In this work, we propose Cognac, a deep learning based approach to recommend high-quality names for a given method, guided by the local and global context information with prior knowledge. As a program structure independent approach, which does not require the AST or PDG of programs, the workflow of Cognac is straightforward. Specifically, given a method, Cognac first extracts the targeted tokens from its local contexts as well as its global contexts. When extracting those tokens, Cognac also records the specific contexts (e.g., the type of statements) where such tokens are collected. Cognac then integrates those tokens as a sequence and sends it into a pointer-generator network with the attention mechanism guided by the prior knowledge learned from our empirical study. Finally, Cognac outputs another sequence of tokens which

one fifth while the minimum probability is from the TryStatement from the Callee implementation context whose value is only 0.0041. We note that both the coarse-grained context and fine-grained context contribute to such differences. For instance, taking tokens from the ReturnType contexts for consideration, the probability of those tokens extracted from the Target method interface context is significantly higher than those from the Caller interface context and Callee interface context (0.13 vs. less than 0.1). From another perspective, for tokens from the Target method implementation context, those from the ReturnStatement are much more likely to compose the method name than those from TryStatement (a probability of 0.19 vs. 0.01). Such results confirm our intuition in Section 3 that the tokens from diverse contexts differ with each other with the possibility to compose the name of the target method.

**[Finding-2]** The probability of a token to compose the target method name differs significantly according to its contexts. The maximum probability is nearly two orders of magnitude higher than the minimum one.
forms the recommended method names. The following introduces Cognac in detail.

5.1 Key Ideas

In general, our approach adopts the abstractive summarization strategy to generate the tokens of method names from the tokens of both global and local contexts, following the state-of-the-art MNire [51]. Such a paradigm is to rephrase extracted program entity tokens into a short sequence of tokens, which forms the method name to be recommended. At each timestep, a learned attention weight is used to decide which input tokens to focus on when generating the next output token. Our approach, despite falling into such a workflow, embodies the following two key ideas.

First, in addition to considering the program entity tokens and the associated contexts extracted from the target method (which are denoted as the local context), we propose to include tokens and their contextual information from other methods that possess call relations with the target one as the global context. Such a design can utilize more useful information from other relevant methods in the project that might contribute to inferring the name of the target method. Second, we utilize the empirical results as the prior knowledge to help us better focus on the critical tokens. Recall that the probabilities of tokens under diverse contexts to compose method names are different, which have been revealed by our large-scale empirical analysis. Such probabilities are hence utilized as the prior knowledge, which serves for two main purposes. On the one hand, it is integrated with the learned attention weight to jointly decide which input tokens to focus on under each timestep in the network. We postulate that such prior knowledge could guide the model to focus more on those critical tokens and thus improve the effectiveness of the learned model (confirmed in Section 6.4). On the other hand, we leverage the prior knowledge to limit the number of tokens that are extracted from the callers/callees, and thus our utilized global context is lightweight. The behind intuition is that one method can possess call relations with multiple methods (cf. Section 4.2), therefore, the input token sequence would be too long if taking all tokens from the implementations of caller/callee methods into consideration. Such long sequence inputs may introduce potential noises and reduce the generality of the learned model according to previous studies [11, 59]. We have gained the observation that the caller/callee methods’ interface context can already provide sufficient information to infer the name of target method (cf. Section 4.2). We therefore decide to consider the interface context of the caller/callee methods as well as the top ten tokens in the implementation context of each callee method with the highest probabilities to compose method names (we omit the implementation context of the caller methods to avoid data leakage as aforementioned). The number is set to ten empirically: we performed a pre-study experiment using 5, 10, and 20 tokens from the implementation context of each callee method separately and found that selecting ten tokens achieves the optimum. We also tried to keep all the tokens in each callee but observed inferior results compared to that of using ten tokens (see Section 7.2). Note that in general, tokens from the implementation context of the target method possess higher probabilities to compose the method name than those from the implementation context of its callee methods (cf. Table 2). We therefore take all tokens from the implementation context of the target method into consideration.

5.2 Source Extraction

Given a method, the first step of Cognac is to extract token sequence that will be used to infer the method name. We respectively extract the entity names from the enclosing context, the interface context of the callers, the interface context of the callees, the implementation context of the callees, the interface context of the target method, and its implementation context (resulting in totally six sources), after which these names are broken into tokens based on the camel cases and underscore naming conventions. Note that to restrict the length of the input sequence, we limit the number of tokens extracted from the implementation context of each callee method to be ten. Such tokens are ranked by their probabilities to compose the method name according to their detailed contexts (cf. Table 2) and for tied tokens, they are further ranked by their orders in the token sequence of the callee method.

For each token, we also assign it with an indicator according to the detailed context where it is extracted, which could result in totally 35 different indicators shown in Table 2 (e.g., ⟨Enclosing context, ClassName⟩, ⟨Callee implementation context, ReturnStatement⟩). Such indicators will be utilized to provide the prior knowledge in the attention mechanism in our model.

5.3 Pointer-Generator Network

A qualified method name generation model should possess two key features: first, it should be able to generate out-of-vocabulary (OOV) tokens in its output considering the uniqueness of specific methods; second, it should be able to generate tokens that does not appear in the input sequence since a non-negligible amount of method name tokens cannot be found from our considered contexts [51]. Therefore, we adopt a novel pointer-generator network [57] in the design of Cognac since it satisfies the two requirements. Figure 1 illustrates the overview of the model architecture. Due to page limit, we only briefly introduce this model in the paper, and more details could be referred to the existing work [57].

Context vector calculation. As shown in the bottom left part in Figure 1, the inputs of Cognac are a token sequence where tokens are extracted from both the global context and local context along with the contextual indicator (i.e., the probability of the token under such a context as revealed in the empirical study) for each token. The encoder then embeds the tokens into a vector \( x = (x_1, x_2, \ldots, x_m) \) and then encodes them into a hidden representation \( h = (h_1, h_2, \ldots, h_m) \) through a single-layer bidirectional LSTM. At the same time, the value of the context indicator of each input token, which is listed in Table 2 according to the detailed context of each input token, is recorded as \( v_c = (v_{c_1}, v_{c_2}, \ldots, v_{c_m}) \). At each timestep \( t \), the attention distribution over the whole input sequence is calculated via summing up the learned distribution and the prior knowledge recorded in \( v_c \):

\[
\alpha_t = \text{softmax}(e_t) + \text{softmax}(v_c)
\]  

(1)

where \( e_t \) is learned using the encoder hidden state and decoder hidden state at this step while \( v_c \) represents the prior knowledge which is the probability of each input token to compose the method
We seek to answer the following research questions to assess the effectiveness of Cognac:

**RQ1:** How does Cognac perform on the method name recommendation task compared with the state-of-the-art?

**RQ4:** How does Cognac perform on the method name consistency checking task compared with the state-of-the-art?

**RQ5:** To what extent do diverse design decisions affect the performance of Cognac on the above two tasks?

### 6.2 The MNR Task (RQ3)

**6.2.1 Dataset.** To evaluate the effectiveness of Cognac on the method name recommendation task, we in total used four different datasets. We first reused three widely-adopted datasets in the community constructed by Alon et al. [10], which are named as Java-small, Java-med, and Java-large, containing 11, 1K, and 9.5K Java projects from GitHub respectively. To evaluate the effectiveness of MNire, Nguyen et al. built another dataset containing more than 10K Java projects [51]. Due to the unavailability of the source code of MNire, we can only compare with its reported performance. Therefore, in our study, we chose to reuse their dataset for fair comparison against the state-of-the-art MNire. Note that the MNire’s dataset does not contain fixed training and testing data. We thus randomly split all the projects in this dataset into 9,772 training and 450 testing projects, following Nguyen et al. [51].

It should be noted that in all these datasets, the training and test examples are shuffled by projects, to avoid the performance enhancement caused by file-based shuffling [7, 10, 40].

**6.2.2 Metrics.** Following previous studies, we focused on Precision, Recall, and F-score for measuring the performance of Cognac [12, 51]. In particular, for a specific method whose oracle name is o while the recommended name is r, its precision, recall, and F-score are calculated as:

\[
\text{precision} = \frac{|\{\text{token}(r)\} \cap \{\text{token}(o)\}|}{|\{\text{token}(r)\}|}, \quad \text{recall} = \frac{|\{\text{token}(r)\} \cap \{\text{token}(o)\}|}{|\{\text{token}(o)\}|}, \quad F\text{-score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}}
\]

where \(\text{token}(x)\) returns the tokens in the name \(x\) split by the camel case and underscore naming conventions. Then the performances on the whole dataset are computed as the average values of all the methods in the dataset.

**6.2.3 Results.** The results of Cognac on the four datasets are listed in Table 3 where we also present the results of ten state-of-the-art approaches. We performed a thorough literature review to include as many state-of-the-art approaches as possible for performance comparison. We do not include Liger [61] since it is applied to C# and Python languages and the source code is unavailable. Note that we only list the results of other approaches on the datasets where they have also been evaluated.

We found that the values achieved by Cognac w.r.t all the three metrics are higher than those from the state-of-the-art on all the four different datasets. Specifically, Cognac outperforms the state-of-the-art w.r.t F-score by at least 5.0% (63.2% vs. 60.2% from Sequence GINN), 9.2% (60.8% vs. 55.7% from TreeCaps), 8.2% (66.3% vs. 61.3% from TreeCaps), and 7.7% (68.5% vs. 63.6% from MNire) on the four datasets respectively. We noted that some existing approaches can achieve similar performance w.r.t a specific metric compared with Cognac (e.g., the precision of Code2seq and TreeCaps are close to that of Cognac on the Java-med dataset). Nevertheless, Cognac can achieve both high precision and high recall, which leads to an overall significant better performance (i.e., F-score) than existing
## 6.3 The MCC Task (RQ4)

### 6.3.1 Dataset

To evaluate the effectiveness of Cognac on the method name consistency checking task, we used the dataset collected by Liu et al. [46], which is also used to evaluate the state-of-the-art MNire [51]. This dataset is collected from 430 well-maintained Java open-source projects from four communities, namely, Apache, Spring, Hibernate, and Google. For the training data, they select totally 2,116,413 methods, excluding main methods and constructors. For the testing data, they select totally 2,805 methods whose names are inconsistent by parsing the commit history of each project which satisfy the following two requirements: (1) the method name should be changed in a commit without any modification on the body code, which ensures the change is to fix the method name; and (2) the method name and body code should become stable after the change, which ensures the fixed version of the name is not revealed to be buggy later on.

After training Cognac on the training data, we randomly split the testing data into two classes (note that the testing data splitting is also random in previous studies [46, 51]). For the inconsistent class (IC), we used the buggy versions of the method names and labeled them as inconsistent. For the consistent class (C), we used the fixed versions of the method names and labeled them as consistent.

### 6.3.2 Metrics

To apply Cognac on the MCC task, we adopted the same strategy as MNire, which computes the similarity Sim(r, o) between the recommended name r and the original name o (Note that for the inconsistent class (IC), the original name o is the buggy method name, while for the consistent class (C), it is the fixed method name). Specifically, such a similarity is defined as the portion of the tokens that are shared between r and o: \( Sim(r, o) = \frac{|token(r)\cap token(o)|}{|token(r)|+|token(o)|} \). The consistency of this method is then determined using an empirically-decided threshold T. In particular, if \( Sim(r, o) \leq T \), the method is considered as inconsistent, otherwise it is classified as consistent.

To measure the performance on the MCC task, we used the same metric as previous studies [46, 51], including precision, recall, and F-score for both the IC and C classes as well as the total accuracy. The above metrics are computed based on the following numbers. **True Positive (TP):** an inconsistent name in IC is identified as inconsistent; **False Positive (FP):** a consistent name in C is identified as inconsistent; **True Negative (TN):** a consistent name in C is identified as consistent; **False Negative (FN):** an inconsistent name in IC is identified as consistent. Therefore, for the IC class, \( Precision = \frac{|TP|}{|TP|+|FP|} \) and \( Recall = \frac{|TP|}{|TP|+|FN|} \). For the C class, \( Precision = \frac{|TN|}{|TN|+|FN|} \) and \( Recall = \frac{|TN|}{|TN|+|FP|} \). For both the IC and C classes, the F-score is calculated as \( F-score = \frac{2\times Precision \times Recall}{Precision + Recall} \). The accuracy on the whole dataset is defined as \( \frac{|TP|+|TN|}{|TP|+|TN|+|FP|+|FN|} \). Note that whether Cognac identifies a specific method name as consistent or not depends on the similarity threshold T. In the previous study [51], the authors vary the similarity threshold T in the range of (0.85, 1), and separately report the maximum values of F-score on the IC and C classes and the maximum accuracy. However, we never know a method name is consistent or not before the detection in practice. Therefore, we decide to set the T as a fixed value. Specifically, in our study, to determine the threshold, we chose the value where the overall accuracy reaches the maximum, which is 0.85 in this study.

### 6.3.3 Results

The results of Cognac and the existing state-of-the-art are listed in Table 4. We noted that Cognac achieves the highest overall accuracy, which outperforms MNire by 11.2% (76.6% vs. 68.9%). For the IC class, Cognac’s precision, recall, and F-score are 9.4%, 4.3%, and 7.3% higher than those of MNire respectively. Such results reveal that compared with MNire, Cognac can detect more...
Table 4: Effectiveness of Cognac on the MCC task (in %).

<table>
<thead>
<tr>
<th>Model</th>
<th>Dataset</th>
<th>IC</th>
<th>C</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Liu et al. [46]</td>
<td>F</td>
<td>9.6</td>
<td>8.8</td>
<td>6.4</td>
</tr>
<tr>
<td>MNire [51]</td>
<td>F</td>
<td>9.7</td>
<td>9.3</td>
<td>6.7</td>
</tr>
<tr>
<td>Cognac</td>
<td>F</td>
<td>10.0</td>
<td>9.5</td>
<td>6.7</td>
</tr>
</tbody>
</table>

Table 5: Performance of variants of Cognac on the MNR task (in %).

<table>
<thead>
<tr>
<th>Model</th>
<th>No caller information</th>
<th>No callee information</th>
<th>No prior knowledge</th>
<th>Cognac (original model)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>60.1</td>
<td>57.7</td>
<td>59.3</td>
<td>63.2</td>
</tr>
<tr>
<td>C</td>
<td>4.8</td>
<td>8.6</td>
<td>6.2</td>
<td>60.8</td>
</tr>
<tr>
<td>Accuracy</td>
<td>62.9</td>
<td>54.7</td>
<td>61.5</td>
<td>66.3</td>
</tr>
</tbody>
</table>

Table 6: Performance of variants of Cognac on the MCC task (in %).

<table>
<thead>
<tr>
<th>Model</th>
<th>IC</th>
<th>C</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>No caller information</td>
<td>F</td>
<td>79.2</td>
<td>65.7</td>
</tr>
<tr>
<td>No callee information</td>
<td>F</td>
<td>77.4</td>
<td>64.2</td>
</tr>
<tr>
<td>No prior knowledge</td>
<td>F</td>
<td>79.3</td>
<td>65.5</td>
</tr>
<tr>
<td>Cognac (original model)</td>
<td>F</td>
<td>80.6</td>
<td>70.4</td>
</tr>
</tbody>
</table>

With a fixed threshold, Cognac still outperforms the state-of-the-art approaches on the MCC task significantly. Specifically, its overall accuracy exceeds that of MNire by 11.2%, and it outperforms MNire by 7.3% w.r.t F-score for detecting inconsistent method names.

6.4 Ablation Study (RQ5)

6.4.1 Experiment Setting. We in this RQ investigated the influences from three factors on the performance of Cognac, which are the tokens from the caller/callee methods respectively and the prior knowledge. Note that in the ablation study, the contribution of the prior knowledge refers to its guidance on method name generation (see Equation 1). In the first two experiments, we omitted tokens from the caller methods and callee methods respectively in the input token sequence. In the last one, we omitted the prior knowledge, which means we only used the learned matrix $e^t$ to decide the attention distribution in Equation 1. We performed such experiments on both the MNR task and MCC task.

6.4.2 Results. Results of the ablation study on the MNR task are demonstrated in Table 5. Generally speaking, all our model decisions make contributions to the final performance, more or less. For instance, if we do not use the prior knowledge to guide the attention weight putting on each input token, the overall performance w.r.t F-score will be decreased by 6.2% ~ 7.6% on the four datasets.

We noted that the information from the callee methods contributes the most to the overall performance of Cognac among the three factors, without which the F-score will degrade the most on all the four datasets. Specifically, if the tokens from the callee methods are not included, the F-score of Cognac will be decreased by 10% on the Java-med dataset, which is the largest degradation we witnessed in this ablation study. On the other hand, the contribution from the caller methods is relatively small, without which the degradation is only 4.8% ~ 5.4% on the four datasets. Such results could be caused by the fact that we only include the interface context of the caller methods (recall that we have excluded the tokens of the implementation context from the callers to avoid data leakage). However, the implementation context of the callee methods are included in our approach since there is no data leakage. We also noted that the contribution from our prior knowledge is non-negligible, without which the performances of Cognac could not exceed those achieved by the existing approaches. For instance, Cognac achieves an F-score of 59.3% without the prior knowledge on the Java-small dataset while the value of Sequence GINN is 60.2%. This confirms our intuition that incorporating the context information with prior knowledge can help our model better capture the critical information and thus improve its effectiveness.

Similar trends can be observed from the results of the ablation study on the MCC task, which are shown in Table 6. For the MCC task, the callee information is still the major part that contributes to the overall performance of Cognac without which the accuracy and the F-scores on the IC and C classes will be decreased by 5.5%, 4.0% and 8.8% respectively. The prior knowledge still plays a significant role. For instance, without the guidance from the prior knowledge, the F-score of Cognac on the C class will reach only 65.5% (a reduction of 7.0%), lower than that of MNire (67.3%).

All the design decisions in Cognac contribute to its outstanding performance, among which the information from the callee methods is the most rewarding one. Specifically, if omitting the tokens from the callee methods, Cognac will suffer from decreases of 8.6%, 10.0%, 9.6%, and 9.3% w.r.t F-score on the four datasets on the MNR task as well as a decrease of 5.5% w.r.t accuracy on the MCC task.

7 DISCUSSION

7.1 Performance Enhancement from the Pointer-Generator Model

Note that the seq2seq model in the existing approach MNire is simple: it is only capable of generating tokens from the fixed vocabulary while is unable to copy a token from the input. On the contrary, our Cognac adopts a pointer-generator model which is capable for both generating tokens from the fixed vocabulary and copying from the input tokens. Nonetheless, the superiority of Cognac is
majorly attributed by the caller/callee information and the utilized prior knowledge. Specifically, we demonstrate this via the following experiment. We implemented a simple seq2seq model which still incorporates the prior knowledge (i.e., the way to calculate the attention weight is identical to the original Cognac). The difference between this model and the original Cognac is that in Equation 2 the $p_{gen}$ always equals to 1, which means that it is incapable of copying tokens from the input. We then trained and tested this model on the MNire’s dataset. The experimental results show that this model achieves an overall performance of 67.8% w.r.t $F$-score, which is much higher than that from MNire (63.6%) but only slightly lower than that from the original Cognac (68.5%). This is reasonable considering that the pointer-generator model is proposed to mainly deal with the OOV tokens while the number of OOV tokens could be rather limited if the training dataset is large enough (in our study, it contains methods from 9,772 projects). Such results indicate that Cognac outperforms the existing approaches mainly due to the integrated caller/callee information and the prior knowledge. The adopted pointer-generator model helps it reach the optimum.

7.2  Rationality of the Lightweight Strategy
In our approach, we utilize the global context in a lightweight manner that is to limit the number of tokens extracted from the implementation context of each callee method to be 10. The behind intuition is that we have demonstrated through our empirical analysis that on average a caller calls more than two callees, and thus the input token sequences for these methods could be rather long if we consider all their implementations. Training on such long input sequences could reduce the generality of the learned model as revealed by the previous studies [11, 59]. To demonstrate the rationality of this decision, we performed another experiment where we used all tokens from the implementation context of the callee methods in Cognac and then assessed its performances w.r.t the MNR task. Results show that Cognac achieves 59.8%, 57.8%, 61.1%, and 64.2% respectively on the four different datasets for the MNR task w.r.t $F$-score, thus witnessing a degradation of 5.4%, 4.9%, 7.8%, 6.3%, respectively. This could be explained as too much noisy data in the input reduces the generality of Cognac. Such results reveal that the performances of Cognac will be significantly compromised if the information is utilized inappropriately, therefore, our lightweight strategy to utilize the global context is reasonable.

7.3  Threats to Validity
A threat to validity is that we only focus on the Java programming language (PL). Hence, all findings and evaluation results are restricted to this domain. Being that said, the principle of Cognac is not limited to one specific PL. It would be interesting to investigate the performance of Cognac on other PLs such as C# and compare against other existing approaches like Liger [61]. However, it requires another large-scale empirical analysis to build the prior knowledge, and thus we leave it as future work.

Another threat is that it is impossible to ensure that all of the methods in our empirical dataset have consistent names. Consequently, the constructed prior knowledge might be biased. To address this threat, we choose to use a dataset composed of high-quality and well-maintained open source projects [9]. Furthermore, literature approaches always assume that most of the names from top-ranked, high-quality projects are good [10, 12, 42, 51]. Such an assumption can be backed up by the fact that during preparing the dataset for the MCC task, only 2,805 among totally 2,116,413 methods (i.e., 0.13%) are found to be inconsistent. Moreover, such noises are actually acceptable for learning-based techniques since they are supposed to learn common features from the majority instead of the minority. Therefore, even if names in our datasets are not always of high-quality, their impacts are limited.

Besides, we choose to use the statistical metrics (e.g., precision and recall) as adopted by previous studies [10, 12, 51] to evaluate and compare the performance of Cognac. Unfortunately, whether a recommended name is really helpful for developers in practice remains unknown and is left as our future work.

7.4  Application Scenario
We briefly discuss the application scenario of Cognac. We recall that the inputs of our approach are the class name, the interface context of callers, the interface/implementation context of callees, and the interface/implementation context of the target method. That means we actually do not need to know how the target method should be invoked since we excluded the implementation of callers. Therefore, we do not need to arbitrarily name a method and then run our approach to verify the name after implementation. On the contrary, we can perform just-in-time name recommendation after obtaining the implicit calling relations to acquire the global contexts, which is also required by [42]. Therefore, the application scenarios of Cognac are method-name-recommendation after obtaining the calling relations and method-name-inconsistency-checking after a whole project has been implemented.

8 CONCLUSION
We introduce Cognac, a deep learning based approach to recommend high-quality method names. The key observations in this paper obtained through a large-scale empirical analysis are: (1) call relations can be utilized for better inferring method names; and (2) tokens under diverse specific contexts generally possess different probabilities to compose the method name. Therefore, we implemented Cognac, which takes into consideration the caller/callee methods of the target one to incorporate more information and utilizes the empirical results as prior knowledge to better focus on critical information. Evaluation results show that Cognac can achieve significantly better results than the state-of-the-art on both the tasks of method name recommendation and method name consistency checking.

Artifacts: All data in this study are publicly available at:
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